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Foreword 

This dissertation is based on industrial research which was part of 
the normal research programme of the Philips Research Laboratories 
and the four subjects arose as solutions to practical problems. 
In industrial research patents prevail over publications for which 
reason the work on the sample-rate converter was not published at 
the beginning of the eighties when the concept was found. The work 
on one-bit noise shaping code conversion was started due to the 
demand for a real-time one"bit coder for suppon of other research. 
I had some experience with sigma-delta modulation and the request 
allowed me to Investigate the stability constraints of the digital noise 
shapero The one-bit noise shaping coder can be described easily in 
terms of the discrete4ime variables and it is surprising that its 
operation in terms of signal and noise is so difficult to understand. 
After I left the subject, the research into one-bit noise-shaping coders 
was continued by others at the Philips Research Laboratory in 
Eindhoven. One of them Is PAC. Nuijten who had many helpful 
discussions with me on the material of chapter three. 
In the realisation of the hardware related to the four presented 
subjects I was assisted by A.C.A.M. van der Steen, P.JA Naus and 
later by A.C. Turley, and support was given by the print design group 
at the laboratory With respect to the audio part there was good 
cooperation with the acoustical group of the laboratory, and the 
assistance of Polygram-Baarn and the IPO (Institute for Perception 
Research, Eindhoven) should also be mentioned. D. Walstra and 
A. Balster should be acknowledged by name and at the IPO, R.A.J.M. 
van Ueshout, B.L. Cardozo, W.M. Wagenaars and A,J.M. Houtsma. 
The commission gave constructive suggestions for improvement. 
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At home I retreated into my study to write this thesis which resulted 

in a lack of attention for my wife and our children during the one and 

a half years in which the thesis was written_ I have to thank my wife 

Wilma for allowing my retreat from family life and making up for my 

lack of attention to Halewijn, Radboud and Anselma, 

According to the rules of the Technical University Eindhoven the 

dissertation had to be written in English_ Mrs_ S- Turley was willing to 
correct the text for English, A German translation of the Dutch 

summaty is supplied, 
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List of symbols 

a real value 
ao coefficient in noise shaper loop filter 

a<i:> coefficient 
Ab amplitude of square wave 
Ac amplitude of sine wave 
Ae amplitude of error component or error signal 
Af amplitude of fundamental 
AI limiter constant (output limiter E[-A, ,+A,]) 
Ao output value Of one-bit quantiser 
As amplitude of sine wave 
b real value 
bo coefficient in noise shaper loop filter 
b <i> (filter) coefficient 
B -3 dB bandwidth of notch filter 
c real value 
cg quantiser gain (noise model of the noise shaper) 
Co gain coefficient in digital phase-locked loop 
cp coefficient of peak-hold section 
C < i;> coefficient 
d real value 

d <;. i :> coefficient 
Df stop-band transmission of digital filter 
eqe quantising errot ((discrete) time-domain) 
eqn quantising noise ((discrete) time"domain) 
Eqe Z-transform of eqe 
Eqn Z-transform of eqn 
f frequency 
f b uppermost frequency of audio band 
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f c frequency of sine wave 

f d (audio) frequency of folding product 

'd . frequency of folding product i 
,I 

t oro frequency generated by discrete-time oscillator 

t; input sample frequency 
t/) hardware clock or (high) intermediate sample frequency 

f 0 output sample frequency 

f s sample frequency 

fa a dB frequency, OPLL (digital phase-locked loop) 

f 1 start 6 dB/octave range, DPLL 

f 2 end 6 dB/octave range, DPLL 
9 gain control, dynamic range compressor 
G (.) (transfer function of) sigma-delta modulator loop filter 

H (.) transfer function 
H h transfer function of hold-effect (sample-rate converter) 

Hi transfer function of interpolater (sample-rate converter) 

H n (transfer function of) noise shaper loop filter 

integer 

'DTO 
1m 

j 

k 

ko 

I 

m 
mtbt 
M 

MDTO 

n 
N 

Ndo 
Ndq 

Ni 
Nn(z) 

increment discrete-time oscillator 

imaginary part 
imaginary unit, j2 =-1 

integer 
value of k 

filter length (integer) 
integer 
interpolation coefficient TBT filter 

decimation factor 

modulo value in discrete-time oscillator 

order of filter, interpolater etc. 

upsample or decimation factor 

output noise power density 

noise power density introduced by quantiser 
idle channel noise 

polynomial in z 

8 



N,., 
p 

Pc 
PI 

Po 
Pq 
Pr 
Ps 
Px 
P. 

X,I 

Py 
Pz 
PNb 
PNt 
q 

Sj 

So 

Sx 

Sj 

Sm 
So 
SX 
SIN 

(SIN)max 

noise power in the output of the phase detector 
probability density 
power of sine wave 

input power 
output power 
power of quantising noise 
reference level of dynamic range compressor 

power of signal 
power of folding products passing reconstruction filter 

power of folding product i 
power of folding products passing digital filter 
total power of folding products 
noise power in audio band 
total noise power 
quantising step 
quantising step of i bits quantising. 
symbol for quantiser in drawings 
radius 
radius of pole of transfer function 
radius of poles in phase shifter of distortion analyser 

radius of zero of transfer function 
compression ratio of dynamic range compressor 

real part 
input signal 
output signal 
signal in the quantiser input 
Z-transform of s, 
maximum signal level 

Z-transform of So 

Z-transform of s)( 
signal-to-noise ratio 
maximum signal-to-noise ratio 

time 
sample time 1/t h 
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T. 
( 

T n(z) 

To 
Ts 
THO I N 
X 

X<i> 

Y 

Y <I> 
Z 

zn1 

zn2 

Zo 

Zp1 

Zp2 

a 
a p 

a;; 

B 
6 
lls 

M 

~¢1 

8 

Gb 
8 c 
8 j 

8 m 
Go 
A 

An 
AI 

Am 

Ao 

input sample time, 11fj 

polynomial in Z 

output sample time. 11t 0 

sample time 11f $ 

total harmonic distortion and noise 

variable or data word 

variable 

variable or data word 

variable 

variable of Z-transform 

value of Z 

value of z: 
centre of circle in z-plane 

value of Z 

value of Z 

angle 

angle of pole of transfer function 

angle of zero of transfer function 

angle 
adaptive parameter of loop filter DPLL 

difference or deviation in signal value 

time difference 
phase difference or phase shift 
(normalised angular) frequency (8 = 2rrf If s) 
uppermost (normalised angular) frequency of audio band 

(normalised angular) frequency of sine wave, 2rrfc/fs 

value of e at intersection of root locus and unit circle 

minimum value of 8
0 

in distortion analyser 

(normalised angular) notch frequency in distortion analyser 

global transfer (noise shaper, stability model) 

global transfer of square wave 

global transfer of limiter 
maximum value of ). 

A at Izl = 1 in the root locus 
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AS global transfer of sine wave 
A real value 

A1 value of A 

A2 value of A 
o deviation 
a 2 variance 

r dimensionless parameter 

r a attack time constant 

rd delay of delay line 
'rf delay of loop filter of dynamic range compressor 

'r p time constant in peak-hold section 
r, time constant release effect 

TO value of T 

tp angle 
CJ) angular frequency 

we angular frequency of audio sine wave, 21'1:f e 

,. 

, , 



1 Introduction 

Digital audio is the field of engineering in which audio signals are 
stored and processed by digital means. It includes digital signal 
processing, electronics for AID and DjA conversion and audio 
engineering where the human ear is the final destination of the 
signal (see ZWICKER and FELDTKELI.ER [t.1]). 
When digital audio began a major motivation was the possibility of 
digital storage of audio signals. The analogue magnetic tape 
introduces noise and distortion which restricts the quality of the 
reproduced sound. Digital storage does not introduce signal deg­
radation when the bits are retrieved correctly. In digital audio 
recording the amount of data which must be stored is an order of 
magnitude larger than in computer engineering and several systems 
have been developed for recording [1.2]. Digital audio made its 
appearance In consumer electronics with the introduction of the 
optical compact disc for which specific coding techniques were 
designed [1.3]. 
The amount of data which must be stored in digital audio is propor· 
tional to the frequency fs with which the audio signal is sampled. 
It is accepted that the bandwidth of hi-fi audio extends to 20 kHz, 
giving a theoretical lower limit of 40 kHz for the sample frequency. 
In practice some room is required for the transition band of the anti­
aliasing filters which resulted in sample frequencies of 44·60 kHz. 
A standardisation has been developed of 48 kHz for professional 
audio and 44.1 kHz for compact disc. 
The samples are represented by 1 S-bit words. This standard has been 
accepted in both professional audio and consumer applications. 
This consensus was established at the time that compact disc was 
developed and AjD converters which really satisfied the requirements 
for 16-bit digital audio were hardly available (see e.g. [1.4]). 
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Due to the small audio sample time (20.8 ps) high accuracy 
conversion techniques could not be applied and successive 
approximation with conventional techniques was used ['.5]. 
The accuracy of the converters was obtained by means of adjustment 
and the conveners had to be calibrated once or twice a year. 
Dynamic errors resulted in further limitation of the accuracy. 

In consumer electronics the emphasis was On D j A conversion due to 
the high volume production of compact disc players. The requirement 
for 16-bit Dj A conversion resulted within Philips in the application of 
a 14-bit monolithic OJ A converter in combination with upsampling 
and noise shaping [1.6]. Later, upsampling and nOise shaping 
became a trend in DjA conversion. 
When the performance of AjD and DjA converters improved and the 
audio community started to accept the digitising of audio signals, 
digital audio processing received more attention, The analogue 
implementations of room equalisation and dynamic range compres­
sion acquired their digital counterparts and the application of digital 
delay lines resulted in all-digital designs for artificial reverberation. 

The signal processing was implemented off-line or with the aid of 
dedicated and in most cases home-made hardware. Later, general 

purpose digital signal processors suitable for digital audio became 
commercially available. They are applied in laboratories and small 
series production SUCh as professional audio equipment. In large 
volume production such as consumer electronics, dedicated 
integrated circuits are often a more economicai solution. 
The four subjects which are presented in this thesis were part of the 
normal programme of the Philips Research Laboratories, and are 
equally reiated to digital signal processing as to audio. Digital fil­
tering is applied in each of the four subjects and sometimes filtering 

is used in combination with nonlinear operations. 
The signal processing which is involved in the four subjects acts on 

the audio signal and therefore relates to the quality of the processed 
sound. In audio sound quality is the final criterion so that testing is 
incomplete without listening to the result. For this, real-time hard­
ware implementations were designed. 
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The four subjects are digital sample-rate conversion between non­
related rates [1.7], digital noise shaping code conversion [1.8], 
distortion analysis [1.9] and dynamic range compression [1.10]. Each 
of the subjects is discussed in a separate chapter and at the end a 
chapter is reserved for the hardware set-up of the realised 
apparatuses. For the convenience of the reader the references are 
listed at the end of each chapter. 
Chapter 2 deals with sample-rate conversion of digital audio signals 
between non-related frequencies. This means conversion between 
e.g. 48 kHz and 44.1 kHz and conversion between nominally equal 
sample frequencies which are derived from different master clocks, 
Section 2.1 introduces the subject with an overview of the conven­
tional methods for sample-rate conversion and in section 2.2 an all­
digital method is introduced which originates in the author [1.11]. 
A second method, in which the order of the filtering operations is 
reversed with respect to the first method is given in section 2.3 
[1.12]. For the implementation in a sample-rate converter the two 
methods require the supply of timing information in terms of the 
relative positions of the sample moments which are given by the two 
non-related frequencies. An efficient method for the generation of 
this timing information is found in the application of an all-digital 
phase-locked loop whose operation is outlined in section 2.4. 
The Implementation of the filtering and the measuring results from a 
hardware realisation are discussed in section 2.5. 
Chapter 3 deals with noise-shaping code conversion. Although one· 
bit coding is often used in combination with AID conversion, in this 
thesis the one-bit coding of a digital signal is dealt with. Digital one­
bit coding applies in DjA conversion [1.13] and allows research in 
the coding mechanism. In digital one~blt coding a digital audio signal 
is converted into a data stream of bits of equal value. The sample 
frequency of this stream Of one-bit words is an integer multiple of the 
original audio sample frequency, and the overall operation of the 
noise shaping coder is an exchange between sample rate and word 
length. One-bit coding can be performed by means of a (sigma-) 
delta modulator or a noise shapero The two devices are related and 
in section 3.4 it is explained how the two coders can be transformed 
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into each other. In this thesis the noise shaper is considered as it is 

suitable for the presented stability analysis and the (sigma") delta 

modulator is not. From the relationship between the two it follows 
that the obtained results are also applicable in the design of a 

(sigma-) delta modulator. 
Section 3.1 starts with a brief summary of the results taken from the 

literature of quantisatlon and quantising noise. After this the noise 

shaper is introduced in which the quantising error in the signal band 

is reduced by negative error feedback. From presentations the author 

found that the mechanism of noise shaping needs some explanation 

and a suitable example is given by the multi-level nOise shaper 

which was used in the first Philips' chip set for compact disc 

players [1.14] [1.15]. 

The two main issues in noise shaping are the stability of the coder 

and the in·band noise which appears in the output. Section 3.2 deals 

with the stability of a useful class of one-bit coding noise shapers. 

It proves that in the case of a third- or higher-order loop filter the 

stability of the noise shaper depends on the signal level in the input 

of the quamlser. The behaviour is such that in the case of a small 

signal in the input of the noise shaper the device operates correctly, 

whereas a large input signal may induce persisting limit cycles. 

This effect is explained and for the given class of noise shapers the 
analysis revealed that correct operation can be obtained from a 

limiter within the noise-shaper loop. In the stability analysis a 

different model is applied than in section 3.3 where the noise 
performance is discussed. The noise is calculated with the aid of a 
conventional model and the predicted values agree with results that 

are measured from a second- and third-order noise shapero In section 

3.5 real-time implementations and measuring results are considered. 

The USe of a real·time implementation allowed listening to artifacts 

which are produced by the one-bit coder and some aUdible effects 

would not have been discovered without listening to the resulting 

one-bit code [1,16]. 

Chapter 4 deals with the digital distortion analyser which is used for 

testing of AID converters or the signal processing presented here. 
The distortion analysis makes use of a test sine-wave which is offered 
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to the device under test_ The output signal is delivered to the 
distortion analyser which removes the test sine-wave from the signal. 
The remaining part of the signal is measured, amplified and given to 
the monitor output. As the large test sine-wave is removed, distortion 
and artifacts are easily perceived_ The test sine-wave is removed by 
filtering with a digital notch filter that is tuned to the test sine-wave 
by means of a control loop_ 
Section 4_1 discusses the measuring method_ Section 4.2 gives the 
tuning mechanism of the notch filter and the corresponding frequen­
cy detection which was found by the author. The implementation and 
performance of the distortion analyser are given in section 4.3. 
Chapter 5 deals with dynamic range compression_ The dynamic range 
of an audio signal is the difference in volume between the hard and 
the weak passages. In a listening situation the acceptable dynamic 
range is given by the difference between the greatest sound level 
which can be accepted and the signal-to-noise ratio in the weak 
passages. The maximal signal level of a musical performance is 
larger than the maximum level that can be accepted in a living room 
whereas the noise floor of a concert hall is below the noise in a living 
room_ For this reason the dynamic range of a recording is reduced 
during the recording process- The reduction is such that the resulting 
dynamic range is acceptable in a silent living room whereas in the 
case of background noise a further reduction is useful. The presented 
dynamic range compressor is Intended for matching the dynamic 
range of an audio recording to the domestic listening situation_ 
The dynamic range compression is realised by multiplying the left­
and right-hand audio signals with a gain control signal. The realised 
compression aims at minimising artifacts and distortion and the 
compression ratio is made constant over the entire (active) input 
range of the compressor. 
Section 5_1 considers the dynamic range in audio. Section 5-2 
describes the signal processing of the compressor which was 
invented by the author [1,17]_ Section 5_3 discusses the 
parameter values in relation to the results of listening tests 
performed by the Institute for Perception Research at Eindhoven, 
the Netherlands [1.18]_ 
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Chapter 6 deals wIth the hardware whIch was used within the 
laboratory for implementation of real-time digital audio processing. 
The hardware is based on a modular set-up which is discussed in 
section 6.1. The apparatuses were realised with standard modules to 
which dedicated modules were added if necessary. The laboratory 
hardware set-up proved to be a good compromise between the 
design of separate hardware for each apparatus and the construction 
of a large computer controlled system for audio processing, 

The hardware set-up served the research into digital audio of several 
groups at the Philips Research Laboratory and supported the 
realisation of an integrated signal processor for digital audio (ASP) 
[1.191· The hardware related to the 4 subjects on digital audio which 
are presented in this thesis is discussed in section 6.2. For these four 
subjects the laboratory hardware set-up supplied the base for 
experimental research. 
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2 Sample-Rate conversion 

2.1 Conventional solutions 

The aim of sample-rate conversion is to bring a digital audio signal 
from one sample frequency to another, whilst distorting the audio 
signal as little as possible. The result of ideal sample-rate conversion 
is depicted in figure 2.1 which shows the input samples (0), the 
output samples (x) and the corresponding analogue waveform as a 
function of the time 1. The input samples are derived from the 

f 
signal 

T· 
k------!--~ 

Fig. 2. 1. Sample-rate conversion in the time domain. 

analogue audio signal by sampling with the input sampling frequency 
Ii which corresponds to an input sampling time Tj (Tj = 11fJ The out­
put samples represent the same signal when sampled with the output 

sample-rate 10 or output sample time To (70= 1 If cJ The generation of 
the output samples from the input samples may be performed by the 
application of various methods. 

The first method, which is desctibed in the literature (see e.g. [2.1 J, 
[2.2J, 12.3l), consists of Increasing the sample~rate with an integer 
factor N (upsampling by N), low pass filtering and decimating by an 
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integer factor M. A basic requirement for the application of this 

method (see figure 2.2) is that the two sample frequencies fi 

and to obey 

(2.1) 

such that the master clocks from which fj and f 0 are obtained have to 
be locked. 

A direct implementation of this method is not difficult when M and N 

are small, say less than twenty. For larger values of N the filter, which 

operates at sample-rate Nfj becomes more complicated as the 

required stop-band attenuation increases with increasing M and N. 
This is shown by means of the example of the conversion of a 16-bit 

~ 

f· I 
f+­
o 

Fig. 2. 2. Sample-rate conversion for fixed rational ratio. 

digital audio signal from 48 kHz to 44.1 kHz. In this example the 

method leads to N = 147 and M = 160 resulting in an intermediate 

sample frequency of f h"" 7.056 MHz. Due to the folding products 

which result from decimating by 160, the required stop-band 

attenuation must be at least 120 dB. 

A second method for sample-rate conversion is the use of a digital to 

analogue converter (D/A) and an analogue to digital converter (A/D) 

which is outlined in figure 2.3. This method is universal in the sense 

that it always applies. Problems of implementing this method relate 

to the large signal-to-noise and distortion ratio which is required for 

digital audio. A first problem in the implementation is the noise 

which is introduced by the sample and hold (S/H) and the AID. 
The output of the S/H is essentially a wide-band signal, which is 
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in 

f· I 

out 
D/A S/H AJD 

Fig.2.3. Sample-rate conversion with D/A and A/D. 

restrictive for the noise performance of the combination Of S/H and 
A/D (see VAN DE PLASSCHE, [2.4]). 
A second problem of the implementation is the filter which is 
necessary in order to suppress the spurious response in the output 
of the D/A. Usually the implemented filter is designed such that the 
power of the folding products in the output of the AID matches the 
quantising noise. A useful implementation may have a filter with a 
stop-band rejection of 120 dB and includes a delay equaliser which 
compensates the group-delay distortion to within 10 J.l.s for audio 
frequencies up to 15 kHz. The wide"band nOise and distortion in the 
output of the filter must be less than -96 dB with respect to maximal 
signal level. This means that a realisation with resistors, capacitors 
and active components has a considerable power consumption (see 
BLOM, VOORMAN. [2.5] and (2.6)) whereas a realisation as a passive 
LC filter leads to the application of bulky potcores in order to avoid 
saturation in the ferrite Of the colis which results in third-order 
distorti,on (see for potcores (2.7]). 
A third point which complicates the implementation of DjA and A/D 
conversion is the jitter on the strobe pulses to the DjA and S/H. 
The strobe pulses are derived from the master clocks which generate 
fj and to' and the transfer of the pulses to the D/A and S/H in the 
studio involves passing the pulses through buffers, flip-flops etc. 
Each of these components introduces some noise which results in 
time uncertainty. The amount of jitter which can be accepted relates 
to the accuracy of the AID and can be calculated from the sampling 
of a sine wave [2.4]. If the S/H goes into the hold mode at a time .:1t 
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after the correct sample moment, an amplitude error As results in the 

output of the SjH which is proportional to the time derivative of the 

input signal. For a sine wave with amplitude Ae one finds 

(2.2) 

where Ule is the angular frequency of the audio sine wave. When a 

sine wave of maximum amplitude is considered which is represented 

by digital words of m bits including the sign bit in which m is an 

integer, the value of At which corresponds to an error As of Y2 LSB is 

given by (see [2.4]) 

(2.3) 

From equation 2.3 it follows that for an error of ± Y2 LSB in 16-bit 

digital audio a peak-to-peak jitter is tolerated of at most 242 psec. 

In order to meet these tolerances the jitter on the pulses with rate Ii 
and to must be cancelled before they can be applied in the DjA and 

SjH In digital audio this is done by implementing analogue phase 

locked loops which are mounted in the proximity of the DjA or SjH. 

The requirements of the phase noise are met by the implementation 

of a crystal in the controlled oscillator of the phase locked loop (PLL) 

which restricts the accepted range of '/ and to. 
Conventional methods of sample-rate conversion have several 

limitations. The first method fails in the general case as it requires a 

fixed rational ratio between the incoming and outgoing sample 

frequencies, The performance of a sample-rate converter according 

to the second method is limited by the state-of·the-art of AjD 

conversion, To overcome these restrictions, one has to go further and 

search for a solution that applies tor non·related sample frequencies 

Ii and 10 and that does not rely on analogue circuitry for its accuracy, 

In the next section it will be shown that it is possible to bridge the 

gulf between the two different sample frequencies without the use of 

analogue signals. 
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2.2 Digital conversion 

In sample-rate conversion by means of D/A and AjD conversion the 
continuous4ime signal is constructed again from the input samples 
and this reconstructed signal acts as the intermediate between the 
discrete-time signals in the input and the output of the converter. The 
samples in the output of the sample-rate converter have frequency f 0 

and it will be proven in this section that the computation of these 
samples can be performed without the reconstruction of the 
continuous-time signal or segments of it. The method presented can 
be understood as an imitation by digital means of the reconstruction 
which is performed by the DjA and (analogue) filtering in the sample­
rate conversion using D/A and A/D. The reconstruction of the 
intermediate continuous-time signal is restricted to the desired 
output samples in the digital imitation which enables the digital 
implementation. 

Fig,2.4. Upsampling by N and low-pass filtering. fh=Nf{" 

The first step for a digital imitation of the continuous-time signal is 
an increase in sample frequency with a factor N. This step is followed 
by digital low-pass filtering (see figure 2.4). The number of samples 
per second is Increased with a factor N and in figure 2.5 the original 
f;-rate samples are completed with the Nfrrate ones in order to make 
the shape of the signal more like a continuous-time waveform. 
The spectrum after upsampllng and filtering contains the repetitions 
of the base band around the mUltiples 1 of fi which are suppressed 
by the filtering and the repetitions of the base band around the 

1 "Multiples of f,"' is assumed to includ@ fl. 
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1 signal , ......... , 

T. ------)0 t--+ 
I 

i transfer 

Df 
O-f-L.-I-L...1---L...J....JI-..l.y...L...J1....J... 

Of· 
I 

Fig. 2, 5. The resulr of upsampling and filtering in time (Iefr) and 

frequency (right), 

multiples of the new sample frequency f n (see figure 2.5, f is the 
frequency, fh=NfJ Although the number of samples is increased and 
the repetitions of the base band around the multiples of fi are shifted 
away to multiples of f h' a true approximation of the continuous·time 
signal cannot be obtained by increasing the upsampling factor N. 

The samples do not extend in time and if one wants to sample the 
signal with an incommensurable rate, some signal value has to be 
filled in between the fh-rate sample moments. 

1 
signal 

Th 
r< ...... ~ 

~"...--'-"-""'I~~ 

output sample t ---+ 

Fig. 2. 6. Hold-effect and corresponding analogue signal. 

The easiest way to obtain a time domain signal from the f h-rate 
samples is to uSe the hold-effect (see Fig,2,6) which can be applied 
without converting the digital samples into an analogue signal (see 
also LAGADEC and KUNZ [2.8J). In the implementation the hOld-effect 
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can be obtained by storing the digital data in a register and reading 
that register a fraction of the sample time later. The effect of this 
operation will be approached in two different ways. The first way is a 
time-domain consideration in which the small time difference 
between the output sample moment and the preceding t h-rate 

sample is treated as a kind of jitter on the 'o-rate strobe pulse. 
The peak-to-peak jitter is equal to T h (T h"'- 1 If h) in this case. As in the 
discussion on the effects of jitter in the previous section, the value of 
At which Can be accepted for an amplitude error of at most Y2 L$B in 
m-blt digital audio is given by equation 2.3. When the frequency of 
the sine wave is fe' it follows that for the upsampling factor N 

(2.4) 

Another approach for the computation of the error which results 
from the reconstruction of the signal by upsampllng, filtering and the 
hold-effect is a frequency-domain analysis. The output of the digital 
low-pass filter consists of the (desired) base band and the repetitions 
of the base band around multiples of f h. Without further filtering, 
these repetitions give rise to folding products If the signal is sampled 
with a non-related rate, regardless of the value of the upsampling 
factor N. Hence, the filter which is necessary in order to suppress the 
repetitions of the base band around the multiples of f h cannot be 
realised as a discrete-time filter. From this point of view, the 
continuous·time hold-effect is just a suitable filter operation which 
suppresses the unwanted spurious response of the digital low-pass 
filter. The transfer H h of the hold-effect as a function of the 
frequency f (figure 2.7) is given by the equation 

sin ( 7f f If h ) 

IT f If h 
(2.5) 

Hh(f) is zero at multiples of fh and a useful suppression of the 
spurious response of the digital filter results if f h is sufficiently large 
with respect to the highest audio frequency which the sample-rate 
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Fig. 2.7. Frequency response of the hold-effect. 

converter has to handle, For the calculation of the power of the 

unwanted folding products which result from sampling the signal in 

the output of the hold·circuit, we assume that the different folding 

products are not correlated so that the total power of the folding 

products is the sum of the powers of separate components. This 

assumption can be accepted because fi and to are not related, The 

power Px of the unwanted folding products is computed for the case 

in which the input of the digital low-pass filter is a sine wave with 

frequency fo and power Pc' Further it is assumed for the moment that 
the digital low-pass filter has an infinite stop-band rejection and that 

the frequency components which are present in the input of the hold­

cirCUit are fc' fh±fc' 2th±fc' 3th±fc etc. All these components are fol­
ded into the f o-rate signal by the sampling and one finds that for Px 

P E sin2(rt(mfh "i;fc)/fh ) 

c m-1 Tt2(mfh±ft:)lfrr)2 
(2.6) 

As in equation 2.6 f c is small with respect to f h one may use 

the approximation 

sin ( 1f ( mt h ± f c ) / f h) <C 1l f c / f h 

(2.7) 
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which gives 
00 

2Pc L ( fc/(mfh ) )2 
m~1 

(2.8) 

In equation 2.8 the summation is done by implementing ([2.9] p.80?) 

00 

n?- /6 (2,9) 

which leads to the result 

(2.10) 

Hence, Px is proportional to the square of the input audio frequency 

f c and when reading Nt; for t h it follows that P x is inversely pro­

portional to the square of the upsampling factor N. Plots of Px fPc 
according to equation 2.10 are given in figures 2.8 and 2.9. 

-100 

-120 
dB 

106 N---+-

FiQ.2.B. Plots of PxlPc according fO Eq.2. 70 as a function of the 

upsampling factor N. 

Px is the power of the folding products in the output of the sample­

rate converter if the digital low-pass fitter has infinite stop-band 

suppression. In order to deal with the finite stop-band attenuation of 

the digital filter, use is made of the stop-band transmission Df of the 
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Fig.2.9. Plots of Px/Pc according to Eq.2. 10 as a function of the 

input frequency f c. 

digital low-pass filter (see figure 2.5). Further it will be assumed that 

there is no correlation between the different folding products and 

that the power Py of the folding products which result from the non­

zero stop-band transfer Df of the filter may be added to Px' The value 
of P y is estimated for the case that the input of the filter is a sine 

wave with frequency Ie. and power Pc' For the estimation it is 
assumed that the unwanted transmission Of of the filter is indepen. 

dent of the frequency from f/2 to fh-f/2. The frequency response of 

the hold-effect is included as a weighting factor. For the estimated 

value of P y it is found that 

(2.11) 

The total power of the folding products P:z is the sum of P)i. and Py sO 

that the overall performance of a sample-rate converter in which the 
hold-effect is applied is given by 

(2.12) 

The values for N and Of are found if we choose the distribution of the 

total admitted error power over the power of the folding products 

which result from the finite suppression of the hOld-effect (P:) and 
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the power which is due to the finite stop-band transfer Of the digital 
low-pass filter (Py)' A reasonable choice is given by 

P'I. '" Pz /2 

Py = Pz /2 

from which the values for Nand Df are obtained 

N " 2.57 (Pz/pc)-1/2 (fc/fi) 

Df '" 0.36 (pz./pc)3/4 (tc/f;r1/2 

(2.13) 

(2.14) 

(2.15) 

The values for N and Dr which are derived from equations 2.14 and 
2.15 reveal the importance Of the upper audio frequency for which 
the requirements should be met. If the input sample frequency is 44.1 
kHz the requirement that the power of the folding products is at least 

10
5 -100 

i 1 
N Of 

4 -150 10 

Df 

10
3 -200 dB 

-80 -100 -120 dB Pz/Po -+ 

Fig. 2. 10. Plots of Nand Dt as a function of Pz/Pc according to 

Eqs. 2.14 and 2.15 for to/t,=0.1 and 'c/';=0.5. 

97 dB below the maximal power of the audio signal for all audio 
frequencies up to 20 kHz gives a value for N of 82 103 where the 
stop-band transfer of the digital filter must be less than -151 dB 
relative to the pass-band. When the requirement is relaxed to input 
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Fig. 2. 11. Plots of N and Of as a function of f clfi according to 

Eqs. 2.74 and 2.15 for Pc/P7:~ 100 and 120 dB. 

frequencies up to 10kHz, a value for N of 41 103 results, together 

with a stop-band transfer of -148 dB. Plots of the values of N and Of 

are given in figures 2.10 and 2.11. 
When compared with the hold-effect. a more sophisticated method 

for the computation of the f 0 -rate samples from the f h -rate discrete­

time signal is given by linear interpolation (see STIKVOORT [2.10], or 

1 
signal 

output sample t ---+ 

Fig. 2. 12. Linear interpolation. 

RAMSTAD [2.11 D. In the case of linear interpolation the signal value in 

between the samples is given by the line through the adjacent f h-rate 

sample values a and b (see figure 2.12) and the waveform of the 

reconstructed signal which results from linear interpolation is the 
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shape of line segments which connect the sample values, The value 
of an output sample c is derived from 

c = a+T(b-a) (2.16) 

or 

C '" T b + (1-T) a (2,17) 

The dimensionless parameter T is given by the fraction of the sample 
time T h between the output sample moment and the moment at 
which the preceding f h-rate sample occurred. The triangular impulse 

1 

T 

o~ ________ -+ ________ ~~_ 
o 

Fig.2. 13. Impulse response of the linear interpolarer, 

response of the linear interpolater (Fig.2.13) is the convolution of the 
impulse response of the hold-effect with itself, As a convolution in 
the time-domain corresponds to a multiplication in the frequency 
domain, the filter characteristic H;(f) of linear interpolation is the 
square of the filter characteristic of the hold-effect: 

sin 2 (1lf jfh ) 

(1lf jfh)2 
(2.18) 

The effect of linear interpolation in a sample-rate converter follows 
from the frequency characteristic H;(f) which has second order zeros 
at multiples of f h' The suppression of the spurious response of the 

33 



digital low-pass filter which is obtained from the linear interpolater 

is more effective than the suppression which results from the 

implementation of the hold-effect. The power P x which remains from 

the spurious response of the digital low-pass filter after filtering by 

the interpolater is computed in the same way as for the hold"effect. 
When the input of the digital filter is a sine wave with frequency te 
and power Pc one obtains 

P E sin 4 (rt(mfh ;l;;fc}ffh ) 

c m-1 'Tt4(mfh~ fc)/frr)4 
(2.19) 

As in sample-rate conversion the input frequency is relatively small 

with respect to t h the equation may be reduced by the substitutions 

given in equation 2.7. This results in 

00 

2Pc L fr/ /{mfh )4 (2.20) 
m-1 

where the summation is replaced by the use of (see e.g. [2.9] p.807) 

00 

E (1/m)4 " 1l4/90 (2.21) 
m-1 

The following expression for linear interpolation results 

(2.22) 

Figures 2.14 and 2,15 show plots of P xlP c as a function of N 

and f clfj' 

In the sample-rate converter the folding products that pass through 

the filtering of the interpolater add to the folding products that result 

from the non-zero stop-band transfer of the digital low-pass filter. 

The total power of these folding products Py is computed by 

estimating the sum of the powers of the individual spectral 
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Fig. 2. 14. Plots of PxlPc as a function of N according to Eq.2.22 for 

f c/f;= 0.7 and 0.5. 
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Fig. 2. 15. Plors of PxlPc as a function of felt; according to Eq.2.22. 

components which are present in the output of the digital filter. 

For the estimate of P y the following equation is obtained 

(2.23) 

From equations 2.22 and 2.23 the ratio of the error power to the 

signal power in the converter output is found to be 

(2.24) 
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If P x is taken to be equal to Pyas being a reasonable choice for the 
design of a sample-rate converter, it follows for Nand Df that 

N "- 1.44 (P z IPc )·1/4 (felf;) 

Of = 0.59 (p z 1PeJ5 /8 (fcl f i)-1/2 

(2.25) 

(2.26) 

Plots of N and Of as a function of f clf; and P.iP c are given in figures 
2.16 and 2.17 respectively. For a sample-rate converter in which 

P'ZIPc must be -97 dB for all input frequencies up to 20 kHz and f; is 
44.1 kHz one finds from equation 2.25 that the upsarnpling factor N 

N·. -100 

t i 
N D 

-120 f 

N -140 
dB 

f cl fi --'I> 

0.1 0.5 

Fig. 2. 16. Plots of Nand Df according Eqs. 2.25 and 2.26 for 

PzIPc =-700 and -120 dB. 

must be at least 174. From equation 2.26 it proves that the required 

stop-band rejection has to be at least 122 dB. If these values are 
compared with the values which were found for the case in which the 

hold-effect was applied2, it is clear that the introduction of linear 
interpolation in the design of a sample-rate converter reduces the 
complexity of the filtering and the question arises of whether a 

further reduction can be achieved by the implementation of third­

or fourth-order interpolation. 

2 For the hold-effect it has been found that N=82 10J and D1=·151 dB. 
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In order to analyse the filtering of higher-order interpolation, the 
computation of the to-rate samples from the fh-rate samples must be 
described in a more general way than has been done so far. 
The hold-effect as well as the linear interpolater reconstruct the 

Fig. 2. 17. Plots of Nand Df as a function of PzlPc according to Eqs. 

2.25 and 2.26 for fclf;",,0.1 and 0.5. 

sample values with the aid of a continuous-time Signal whose value is 
computed for the sample moments of the discrete-time output. 
Extrapolating from the hold-effect in which one f h-rate sample is 
used for an output sample and the linear interpolater where two 
fh-rate samples are used, one comes to the general reconstruction 
filter in which an output sample is derived from I input samples (see 
also RAMSTAD [2.11]). 
The general reconstruction filter which is outlined in figure 2.18 is in 
the form of a conventional digital FIR filter whose input is a discrete­
time signal having sample time T h' In order to generate output 
samples at moments which are different from the input sample 
moments mTh' each tap contains a delay TTh in which r is a dimen­
sionless parameter with TE[O,l). The delay TTh is the time between 
the moment of an output sample and the last occurring sample in the 
input of the reconstruction filter. With the aid of the delays '[T h 

and the coefficients which depend on T, the filter calculates the 
convolution of the discrete-time input and the continuous-time 
impulse response for the output sample at (m +r)T h' The impulse 
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in 

Fig. 2. 18. General reconstruction filter; '(1 h is the delay between the 

output and the last input sample. 

response itself is fixed so that when referring to the continuous time 
the reconstruction filter is time invariant. The resulting filtering is 

similar to the filtering obtained from DjA conversion followed by an 

analogue low-pass filter. 
A given impulse response is implemented in the reconstruction filter 
by distributing the impulse response over the taps of the FIR filter. 

T i r 
I 

o 

Fig. 2. 19. Distribution of the impulse response over the taps of the 

reconstruction filter. 

The impulse response is divided into parts with duration Th (see 

figure 2.19) and each of the parts is generated by one of the taps of 

the FIR filter. The first part of the impulse response (Os;t<Th) is 

38 



generated by the first tap with coefficient ao(r), where r increases 
from 0 to 1 with increasing t, the second part (T h:S: r < 2T h) is 
generated by the second tap with 8 1 (r) where r again increases from 

o to 1 and so on. The hold-circuit as well as the linear interpolator 
can be considered as special cases of the general reconstruction 
filter. The rectangular impulse response of the hold-effect results in 
one coefficient 8 0 which is independent of r and the triangular 
impulse response which is used in linear interpolation results in the 
coefficients ao(r) and a1 (T) (see figure 2.20). 

o 
o Tn 

--.. 
t 

1 1 

Fig. 2. 20. Impulse response of the hOld-effect and linear 

;nterpo/ation. 

2.3 Inverse order of filtering 

The reconstruction filter Is used in the previous section in order to 

bring the f h-rate signal in the output of the digital low-pass filter to 
the non-related output sample frequency f 0' where f 0 is (much) lower 
than f h· An alternative use is made of the reconstruction filter when 
the output sample frequency of the reconstruction filter is larger than 
the input sample-rate. This alternative use of the reconstruction filter 
corresponds to the implementation of the reconstruction filter in the 
front end of the sample-rate converter. In that case the input signal 

with sample frequency', is delivered directly to the reconstruction 

filter whose output has a rate of f h with 'h> ';- In the sample-rate 
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converter the filtering performed by the reconstruction filter is related 

to f h so the length of the implemented impulse response relates to T h 

and is shorter than T;. Thus the reconstruction filter reduces to one 

coefficient ao(T) together with one delay TTi and the filter output is 

calculated for the f h-rate sample moments which correspond to T=TO' 

T~7;O+Th/Ti' T:::.to+2ThIT; etc. 
The impulse response which is implemented when the reconstruction 

filter is used for increasing the sample-rate to fh has to perform a 

kind of anti-alias filtering which suppresses frequencies around the 

i r signal 

11_ ~ r---+-'----i-<.~.-~O 
t ~ 

Fig. 2, 21. Time domain signal and output samples of the 

reconstruction filter, rectangular impulse response. 

1 
amplitude 

o 

2fh '....;0 

Fig,2.22. Spectrum before sampling with fh' rectangular impulse 

response. 

multiples of f h before sampling. The least complicated way to 

achieve such a filtering is the implementation of the rectangular 

impulse response of the (zero-order) hold-effect. In this case the 

virtual continuous-time signal which is used by the reconstruction 
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filter, consists of a series of pulses with repetition time T, and 
duration Th (see figure 2.21). Figure 2.22 depicts the spectrum which 
includes the repetitions of the audio band with notches at multiples 
of fh which are obtained from the duration Th of the pulses. The 
signal In the output of the reconsttuction filter is the (virtual) 
continuous~time signal when sampled with the rate of f h having one 
non-zero f h~rate sample per fj-rate input sample. 

i 
~. 

I 

signal 

I -+---r-. t --+ 
.2T h 

Fig. 2.23. Time domain signal and output samples of the 
reconstruction filter, tr;angular ;mpulse response. 

i 
amplitude 

f_ 

2fh 

F;g.2.24. Spectrum before sampling w;rh fh' triangular impulse 
response. 

The first~order zeros in the frequency characteristic which is obtained 
from the impulse response of the hold-effect, are replaced by 
second-order ones when the triangular impulse response of the linear 
interpolater is implemented (see [2.12]). The fh-rate output of the 
reconstruction filter is shown in figure 2.23. The resulting spectrum 
before sampling with f h Is given in figure 2.24. The triangular Impulse 
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response has a length of 27 h and gives two non·zero output samples 
per f;-rate input sample. 
The anti-alias filtering which is obtained from the reconstruction filter 
having a rectangular or triangular impulse response has notches at 
multiples of f h and is only effective in narrow bands around multiples 
of t h. Hence. in a sample-rate converter f h must be large with respect 
to the audio band, and a useful choice is I h = Nt o' The output of a 
converter in which the input signal is directly delivered to the 

reconstruction filter 
-1"-----------------................................................ .. 
~ ; 
1 • 

In j continuous ! 
. tima - "---- ! 

out 
1 N 

response 

Fig. 2. 25. Sample-rate conversion in which the intermediate 

frequency relates to the output sample frequency. 

reconstruction filter is obtained from the fh-rate signal by low-pass 
filtering and decimating (see figure 2.25). This sample-rate converter 
performs the same filter operations as the converter which is 

described in section 2.2. Both make use of a digital low-pass filter 
which operates at a high intermediate frequency f h and both make 
use of a reconstruction filter and the rectangular impulse response 

with duration T h as well as the triangular impulse response with base 
2T h apply. The major difference between the conversion described in 
section 2.2 and the one outlined in figure 2.25 is the value of I h' 

In section 2.2 f h is chosen to be equal to N times the incoming 
sample frequency 'i' whereas in the conversion depicted in figure 
2.25, f h is chosen to be N times the output sample frequency f o· 

For the calculation of the required values of Nand Df in a sample­
rate converter such as that shown in figure 2.25, let the signal in the 

input be a sine wave having frequency f c' Then the spectrum before 

sampling includes components with frequency fj±tc' 2tj±fc' 3fj±fc 
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etc. and after sampling with frequency f h a folding product appears 
with frequency fd in the output of the reconstruction filter. The supp­
ression of the aliasing is obtained from notches at multiples of t h' so 
the obtained suppression of a folding product by the reconstruction 
filter relates to the frequency f d at which the folding product occurs 
in the f h-rate signal and when f Cf<f 0/2 in the converter output. If for 
the moment the stop-band rejection of the digital low-pass filter is 
assumed to be infinite, the maxImal power in the converter output 
P x,J of an individual folding product with frequency f d,i in the case of 
the rectangular impulse response is given by 

(2.27) 

where Pc is the power of the test sine wave that is offered to the 
converter. In the case of the triangular impulse response Px,i obeys 

(2.28) 

The upper bound of the total power Px which may result at frequency 
f", is found from the sum of the individual products Px i' In the case 

I 

of the rectangular impulse response one finds 

(2.29) 

and for the case of the triangular impulse one obtains 

(2.30) 

From equations 2.27 and 2 . .29 one finds that in the case of the 
rectangular impulse response the upper bound for the sum of the 
folding products which may appear at fd is rt?-/3 times or 5.17 dB 
larger than the maximal power P . of an individual folding product. In 

X,I 

the case of the triangular impulse response it follows from equations 
2.28 and 2.30 that the ratio between Px and Px ' is 1l4/45 or 3.35 dB. 

,I 
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In the converter, the folding products which are not fully removed by 

the reconstruction filter are added to the folding products which 

result from the non-ZerO stop-band transmission of the digital low­
pass filter. These folding products have power Py and are caused by 
the repetitions of the input signal of the converter around multiples 

of f i. The filtering of the folding products which contribute to P y is 

similar to the filtering of the components of Pyas it has been 

discussed in section 2.2, and equations 2.11 and 2.23 apply equally 

well in this case. The performance of the sample-rate converter with 

respect to the suppression of folding products is given by PzlPc in 
which Pz is the summed power of the folding products Px+Py. 

The choice Px=Py is a useful choice in the design of a sample-rate 

converter and gives in the case of the implementation of the rectan­
gular impulse response 

(2.31) 

and 

(2.32) 

In the case of the triangular impulse response one finds 

(2.33) 

and 

o ... 059 (P jP )5/8 (f If )-1/2 f-· zc do 
(2.34) 

Equations 2.31 and 2.32 correspond to equations 2.14 and 2.15, 

which have been found for a sample-rate converter in which the 

hold-effect is applied, and equations 2.33 and 2.34 correspond to 
equations 2.25 and 2.26 which have been found for a sample-rate 

converter using linear interpolation. The differences between 

equations 2.31 to 2.34 and the equations which have been found in 

section 2.2 arise from the position of the reconstruction filter 

in the sample-rate converter and the relationship of f h to f 0 or 

f h to 'i respectively. 
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2_4 Digital phase-locked loop 

In order to implement one of the drafts for the filtering of a sample­
rate converter an adequate timing must be designed. If the hold­
effect (section 2.2) is applied, the timing has to indicate in advance 
which one of the f h ·rate samples is used as the to -rate output sample 
of the converter. If linear interpolation is applied the value of '[ must 
also be supplied for each output sample_ If the order of filtering 
according to figure 2.25 is used, the application of the rectangular 
impulse response requires that the timing gives the position of the 

input sample in the 'h-rate sequence whereas the application of the 
triangular impulse response requires that the timing computes the 
moment at which the impulse response starts with respect to the 

sequence of the f h-rate sample moments. Hence, the first task of the 
timing is to compute the position of the sample moments of the 

frequency which is not related to 'h in terms of T h' For these 

in + out 
.... 

loop 
... 

~ 

- aq, 
filter 

DTO 
r- ---JI' 

Fig.2.26_ Block diagram of the DPLL 

computations, it is not important whether the order of filtering as 

described in section 2_2 is implemented in a converter or the order of 
filtering according to figure 2.25 is used_ In order to avoid confusion, 
without loss of generality, the discussion in the remaining part of this 
section refers to the converter as it is described in section 2.2, in 
which fh""-Nfj and to is not related to th- A second task of the timing 
is the elimination of the effects of jitter which is present in the pulses 
which are offered to the converter in a practical situation. 
The computation of the relative positions of these pulses in the 

f h-rate grid as well as the removal of the jitter from the f o-rate pulses 
is done with the aid of an all"digital phase-locked loop (DPLL, see 
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[2.13] and VAN RENS and STIKVOORT [2,141). The block diagram of the 

DPLL (see figure 2.26) is similar to the one of a conventional phase­

locked loop in which the controlled oscillator follows the phase of 
the input signal with the aid of a feedback loop, The OPLL is digital 

mod (Mom) I--,--------i-

I oro out 

Fig, 2, 27. Discrete rime oscillator (DTO). 

in the sense that the DPLL as a whole is a digital system which 
operates in discrete time. The sample frequency of the input and 

output signals of the DPLL which is implemented in the sample-rate 

converter is equal to f h' so that the output of the DPLL is provided in 

terms of the sample time T h' 

1 
DTO 
output 

o 
K·· .! 
. Th' ! 

"" ------_... ~ 
TOTO 

Fig,2.28. Output of rhe DTO. 

t -+ 

The controlled oscillator of the DPLL is a discrete time oscillator 

(010), which consists of a (digital) integrator, in which a modulo 

operator is present (see figure 2.27). The input of the DTO is 'DTO' 

the value of the modulo operator is MDTO. The operation Of the OTO 

is outlined in figure 2.28. If a constant increment 'oro is supplied, 

the next output sample will be the value of 'DTO larger than the 
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previous one. The integration continues until the value in the output 
of the addition point is larger than the value MOTO of the modulo 
operator. In that case the modulo operator subtracts the value MOTO 

and a new cycle starts. The first sample value of the new cycle is the 
remainder of the previous cycle. and it should be noticed that the 
integrator of the DTO is never reset. As the result. the oro generates 
a sampled version of a sawtooth waveform with frequency foro and 

(2.35) 

From equation 2.35 it follows that the DTO has no rest frequency 
similar to an analogue voltage controlled oscillator and that the DTO 
can be controlled by changing 'OTO as well as by changing MOTO. If 
'OTO is the contrOlled variable, the output frequency depends linearly 
on the input signal and the frequency range extends to negative 
frequencies for negative values of '0 TO' If Moro is the steering 
variable the oscillator frequency is inversely proportional to the 
control variable in which case the sensitivity of the DTO is given by 

(2.36) 

or 

dfOTO /dMoTO = - toTO f MOTO (2.37) 

The f 0 -rate sample moments which are used in the reconstruction 
filter are derived from the edges of the continuous-time sawtooth 
waveform which is associated with the DTO output. The edge 
normally occurs in between two fh-rate sample moments. The value 
of the interpolation parameter r which is used in the reconstruction 
filter follows from the fraction of the sample time Thin between the 
edge and the preceding fh-rate sample moment. If d (see figure 2.29) 
is the value of the first output sample of the DTO after the edge, 
T is given by 

r = 1 - d floTO (2.38) 
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Fig. 2. 29. The value 01 T and the output 01 the OTO. The first output 

sample alter the edge is d, d = ( 1-T) loro 

The accuracy of the value of T which can be achieved follows from 

the accuracy of the oro and the controlled variable which is the DTO 
input. Quantisation in the input of the OTO meanS that the OTO can 

only oscillate at discrete frequencies. If the required OTO frequency 

is not equal to one of these discrete frequencies, the DTO of the 
DPLL switches between the discrete frequencies such that the 

average output frequency has the correct value. This behaviour 

resembles the operation of a multi-level noise shaper, and the 

resulting phase noise in the output of the oro depends on the loop 

filter of the DPLL A second order loop filter may result in frequency 

deviations corresponding to several quantising steps in the input of 

the OTO. The problem with the quantisation of loro vanishes if the 

quantising steps in the input of the DTO are sufficiently small with 

respect to the noise which is present in the output of the loop filter. 

The phase detector of the DPLL is an up-down counter with two flip­

flops (see e.g. RHODE [2.15], ROBINS [2.16J or DEN DULK [2.17]). The 
output of the detector is proportional to the measured phase dif­
ference and if the DPLL is not in lock, the average output results in 
pull-in3. The up-down counter is implemented as part of a discrete­

time system operating with sample frequency f h and the up and 

3 This is alsO known as phase-frequency detection. 
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down pulses which are delivered to the phase detector are accepted 
at the sample moments having rate th . Therefore the phase which is 
measured from the OTO as well as the phase which is measured from 
the incoming f o-rate pulses include a quantising error. If the 
frequencies to and f h are not related. a phase offset of rrT hiT 0 in 
each of the two inputs of the phase detector results. When the 
quantising errors are not correlated the phase errors give rise to a 
quantising noise power N¢J obeying (see e,g. [2.2J. [2,3]) 

(2.39) 

This quantising noise is obtained from a quantisation in time and is 
added to the jitter that is present in the fo·rate input pulses which are 
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Fig.2.30. Signal flow diagram of the loop-filter of the DPLL. 

offered to the converter. The quantising noise as well as the jitter are 
suppressed by the second-order loop filter of the OPLL. The filter 
(see figure 2.30) consists of a lead-lag section which is followed by 
an integrator giving the transfer function 

H(z) " 
1-(1-o)Z-1 

1 - <1 -328)Z-1 
(2.40) 

1 _Z-1 

where Co is a coefficient and 6 Is a parameter. The open-loop gain of 
the DPLL includes the integration which results from the phase 
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detection and the frequency control of the DTD and is indicated by 
the Bode diagram shown in figure 2.31. The frequencies f 1 and f 2 

correspond to the real zero at Z= 1-0 and the pole at z~ 1·326 of the 
lead-lag section respectively. The frequency f 0 for which the open­

loop gain is 0 dB is adjusted to ";t/2 by means of the coefficient co' 

From equation 2.40 it follows that f 0' f 1 and f 2 are proportional to 
the parametet 6. Implementation of a gain factor coo2 results in an 

open.loop gain at f 0 which is independent of the parameter 6, 

1 \ gain 

, ' 

OdS. 

'~ 
~ 

f1 to f2 frequehCY 

Fig. 2.3 1. Bode diagram of the open loop gain of the DPLL 

The filtering of the jitter and phase noise in the loop requires a low 

value of fo' which conflicts with the requirement for fast pull-in. The 

two requirements are met by adaptation of the bandwidth of the 

DPLL Smooth adaptation is achieved by the placement of the integ­
rator in the output of the loop filter. This placement of the integrator 

allows the control of the time constants of the lead-lag section and 

the open-loop gain of the filter such that a step-wise change of the 

value of the parameter 6 does not result in a step in the output of 
the loop filter. The adaptation is realised by controlling 6 and results 
in a reduction of the loop bandwidth in four steps from about 400 Hz 
during pull-in to 70 mHz in the final state. The adaptation is con­

trolled by the output of the phase detector. If the phase error is 

sufficiently low for some time the adaption control decreases the 

value Of 6. As the DPLL of the sample-rate converter must be capable 

of tracking the temperature drift of the crystal oscillators which are 

commonly used in digital audio, there is no reason for implementing 
a loop bandwidth smaller than 70 mHz. 
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2.5 Constructed sample-rate converters 

According to the principle of linear interpolation as discussed in 
section 2.2, a first prototype of a sample~rate converter has been 
constructed whose signal processing is outlined in figure 2.32. 
The upsampling and digital low-pass filtering of the repetitions of the 
audio band around the multiples of f; is performed in two stages. 
In the first stage the input signal is upsampled to 2 f; and low-pass 
filtered by an FIR filter. In the second stage the upsampling factor is 

48 which brings the signal to the sample-rate f h which is 96 f J In this 
case. Each fo-rate output sample of the converter requires two 
succeeding f h-rate samples in the input of the interpolater and the 

L L 
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fo 1 

Fig.2.32. Block diagram of the prototype sample-rate converter 

having the reconstrucr;on filter in the output, f h "" 96 fl' 

FIR low-pass filter of the second stage delivers the required pairs ot 
samples to the interpolater. The DPLL generates the values of T and 
1-1" as well as the number of f h -rate samples in between two adjacent 
pairs of samples (indicated by k In figure 2.32). 

The input as well as the output of the converter are Implemented 
with i6-blt twos complement signal representation. This format is 
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used throughout the hardware of the prototype converter. The hard­

ware was designed in TTL and TTL compatible components which 
were available at that time. Multipliers were available up to 16x 16 
bit and their speed limited the rate of the hardware clock which 
resulted in the choice N = 96. The restriction to 16 x 16·bit multipliers 

leads to 16-bit word length in the signal representation, This in turn 

gives rise to excess truncation noise in the input of the second filter 

stage and in the input of the interpolater. The restriction also leads 

to 16-bit coefficient representation which gives rounding of the 

coefficients of the implemented FIR filters and an increase of the 

stop·band transmission of the digital low-pass filters. In the overall 

performance of the prototype converter. these hardware restrictions 

result in an idle channel noise of ·92 dB with respect to a full 

amplitude sine wave. and an optimal value for Pz/Pc of -85 dB. 
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Fig.2.33. Block diagram of the second sample-rare converter having 

the reconstruction filter in the input, f h= 128 to' 

Several years after the construction of the first prototype. a second 

sample-rate converter was constructed. The hardware of the second 

converter was also realised with TTL and TIL-compatible com­

ponents. including 24x 24-bit multipliers that had become available. 

This resulted in a signal representation of 24-bit twos complement 
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throughout the hardware of the converter, including the input and 
output interfaces_ Figure 2-33 shows the block diagram of the 
converter whose filtering is according to figure 2_25 {see section 2.3}. 
The implemented reconstruction filter makes use of the triangular 
impulse response giving two succeeding f h-rate samples per input 
sample (see figure 2.23), which are delivered to the first stage of the 
digital low-pass filtering. The relative positions of the pairs of f h-rate 
samples is calculated from the output at the DPLL and supplied to 
the decimating FIR filter (k, figure 2.33)_ The symmetrical FIR filter 
has length 751 and its coefficients have been calculated with the aid 
of the "DESFIR" program which was available in the Philips Research 
laboratories. The filter resulted from coefficient rounding of an 
equirlpple design_ The stop-band characteristics of the implemented 
filter are given In figure 2_34. At the low end of the stop-band explicit 
use is made of the filtering of the second filter stage. 
The sample frequency is decimated by 64 after the first filter stage 
and the filtering of the second stage is performed with sample 
frequency 2 f 0- The second tilter is a symmetrical FIR filter with 122 
taps and its stop-band transmission after coefficient rounding is 
-122 dB relative to the pass~band transfer (see figure 2.35)_ 
The pass-band transfer of the first filter has a peak-to-peak ripple of 
1.6 mB. The second low-pass filter has a peak-to-peak ripple of 2 mB 
and within the range up to 0_205 f 0 the peak-to-peak ripple is 
reduced to 1 mB (see figure 2_36)_ The low pass-band ripple is 
implemented in order to make sure that audible artifacts such as pre­
echoes are avoided that may result from the subjective interpretation 
of an equiripple pass-band characteristic (see WHEELER [2_18J). 
As the reconstruction filter introduces no notIceable effect in the 
pass-band, the overall filtering of the converter reveals a peak,to­
peak ripple of 3.6 mB for the entire audio range and 2.8 mB for the 
audio frequencies up to 9 kHz when to is 44.1 kHz_ 
The application of the reconstruction filter in the front of the COn­
verter results in the input of the digital low-pass filtering consIsting of 
pairs of samples which occur with rate fj such that the signal level in 
the input of the decimating filter is proportional to fj" The frequency 
f h (or f) is not related to fj so a variation of fi influences the signal 
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Fig.2.34. Stop-band transmission of the first low-pass filter. 

Frequencies are normalised with fo/2, the transfer ;s in dB. 
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Fig. 2. 35. Filter characteristic of the second FIR filter. The frequency 

axis is normalised with f 012. 

level in the output of the converter. In a studio the dependence of 
the gain of the converter on the input sample frequency cannot be 
tolerated and in the constructed converter the influence of the input 
frequency on the gain of the converter is cancelled by a gain control. 
The implemented gain control reacts on the number of 'h"rate 
samples in between the pairs of samples in the output of the recon· 
structlon filter and for the entire range of fj and f 0 the gain is 
adjusted to be between 0 and ·13 mB. In the case Of a conversion 
from 'i= 48 kHz to '0"" 44. 1 kHz the gain is -8 mB. The values are 
chosen such that overflow problems are avoided and that the atten­
uation is sufficiently low to be acceptable in a studio even when 
several converters are cascaded. To ensure that twos complement 
overflow cannot occur in the output of the converter when the signal 
is clipped for reasons of overload during the recording, the output of 
the last stage of the filter saturates at the maximal or minimal value 
which is HEX 7F FFFF and HEX 80 000 respectively. 
The range of the output sample frequency f 0 which the converter can 
handle is restricted by the implemented hardware clock oscillator. 
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The hardware clock in the realised convener has frequency f h and is 
generated by an analogue PLL. Its veo oscillates at 2 f h and has a 
tuning range ftom 7.17 to 13.82 MHz which restricts f 0 to 28-54 kHz. 
The specification for the hardware design was to enable any 
conversion with f;lf 0 between V2 and 2 and in the design the choice 
has been made for t/to between 0.508 (=65/128) and 0-992 
(;; 254/256) in order to save hardware. Another limit for the range of 
Ij is given by the input interface board. The implemented interface 
board contains two serial interfaces. The first one accepts the Philips' 
US format [2.19] and gives no restrictions for Ij • The second one 
complies with the international audio standard [2-20] and includes an 
analogue PLL whose veo has a tuning range which corresponds to 
sample frequencies from 28 to 54 kHz. Hence, when the standard 
interfaces are used, the range of the input as well as of the output 
sample frequency is from 28 to 54 kHz. 
The suppression of the folding products of the convener was tested 
with the aid of a digital distortion analyser and a digital 16-bit slne­
wave generator (see pp_151-152)_ The measuring results are res~ 

tricted by the available digital distortion analyser to to = 44.1 kHz and 
the 16wbit signal source and test equipment gives a noise floor in the 
measuring results at -95.5 dB relative to maximum sine wave level. 

~90 

-100 

-110 

-120 

dB 

.. 
• • 

I 
10 

• 
••• .. 

F;g.2.37- Measured individual folding products (-). The drawn line 

indica res the calculated values. 

57 



This corresponds to twice the truncation noise of a 16·bit signal with 
44.1 kHz sample frequency and 20 kHz bandwidth. Measuring results 
reveal an overall signal to noise-and-distortion ratio for a sine-wave 
test signal of 92 dB. This value is limited by the filtering of the recon­
struction filter. EXClusion of the folding products which result from 

aliasing of frequencies around multiples of f h by making 'i almost 

equal to f 0 (e.g. fi - f 0 < 1 Hz) results in a measured SIN ratio of 
94.5 dB. Measured powers of individual folding products as a 

function of their frequency are given in figure 2.37. 

2.6 Discussion of sample-rate conversion 

Sample-rate conversion in digital audio means that a digital signal 

sampled with frequency fi is converted into another digital signal 

having a distinct sampling frequency f o' This must be done by means 

of an intermediate. If the sample frequencies of the two discrete-time 

systems are subharmonics of a common multiple the intermediate 

may be a discrete-time signal whose sample frequency is the 

common multiple. If there is no such relationship between fi and to 
the intermediate must be a continuous-time signal. 

With the use of a continuous-time signal as the intermediate between 
the two digital signals, the question arises, in which way the amp­
litude of this signal will be represented. The use of an analogue 

signal results in a representation by means of a continuous variable, 

whose value is then quantised. In digital sample-rate conversion an 

intermediate signal is required that occurs in continuous time and 

that can also be represented by digital words. In order to discover if 

such a signal can be found, a classification of the available kinds Of 

signals is given in figure 2.38. In this diagram the signals are 

distinguished with respect to quantisation and their occurrence in 

continuous or in discrete time. The digital signals in the upper left­
hand corner are placed opposite to the analogue signals. The lower 

left"hand part of the diagram is reserved for the discrete-time 
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continuous-amplitude signals such as those present in switched 
capacitor filters, whereas the upper right-hand part contains the 
quantised continuous-time signals. An example of such a signal is the 
(unfiltered) output of a D/A having a zero-order hold effect which is 
restricted to a finite number of discrete values. 
From this it may be concluded that continuous-time quantised­
amplitude signals are available in the sense that they can be used as 
being a formal intermediate In sample-rate conversion. Their actual 
use is enabled as the intermediate continuous-time signal is re­
sampled which means that the continuous-tlme signal does not need 
to be realised in the form of a physical signal. 

quantised 
amplitude 

continuous 

amplitude 

discrete time continuous rime 

digital signal in 
signal reconstruction filler 

signal In sWitched analogue 
capacitor circuit signal 

Fig. 2. 38. Available kinds of signals. 

A simple way for the generation of a digitally represented con­
tinuous-time signal Is the application of the hold-effect. In this 
application the output of a digital register may be compared with the 
unfiltered output of a D/A. A mOre sophisticated method Is the 
application of a reconstruction filter with linear or higher-order 
interpolation. In the literature. the use of a continuous-time 
quantised-amplitude signal is implicitly mentioned by LAGADEC and 
KUNZ [2.8} and LAGADEC. PELLONI and WEISS [2.21] who describe 
sample-rate conversion with implementation of the hold-effect. 
Their heuristics is based on sample-rate conversion with a rational 
ratio f/f o' In such a system a sample-time error occurs if fj and f 0 are 
not related by the rational ratio. They found that the effect of the 
sample-time errors can be reduced to less than y~ LSB of the output 
audio signal by increasing the Intermediate sample frequency. 
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RAMSTAD'S independent work {2.1 1], {2.22) discusses interpolation on 
the samples of a digital input signal in order to retrieve the value of a 
sample in between the sample moments of the digital Input signal. 
The main concern of his papers is the interpolation in time and the 
error in the sample values. Interpolation between the incoming 
samples which is based on the so-called ideal low-pass filter4 is 
published by SMITH and GOSSETT [2.23]. This method was implemen­
ted later by PARK for a fixed conversion between 44.1 and 48 kHz 

[2.24], {2.25] and an extension to arbitrary ratios is given in [2.26]' 
A completely different way of sample-rate conversion was patented 

by GbCKLEA, BAUDISH and GEBAUER {2.271 who apply upsarnpling to 
an intermediate frequency followed by the hold-effect in com­
bination with noise shaping for the reduction of the effects of the 
resulting jitter. 
The approach which has been followed in this thesis explicitly starts 
from the filtering which must be obtained in order to suppress the 
spurious response or aliasing before the signal can be re-sampled 
with an incommensurable rate. When used for this purpose in a 
sample-rate converter for digital audio the reconstruction filter may 
be an uncomplicated filter, whose filtering is restricted to narrow 

bands around multiples of the intermediate frequency f h. There are 
two ways in which such a filter can be applied. The first way which is 
given in section 2.2, makes use of the filter for the suppression of the 
spectral repetitions of the digital low-pass filter which operates at 
rate t h' The second way is given in section 2.3. In this case the filter 
performs the anti-aliasing filtering before re-sampling the input signal 
and suppresses the spectral components around the multiples of t h 

which are present in the spectral repetitions of the input signal to the 
converter. The filtering which must be performed by the recon­
struction filter is equal in the two cases, and the· same impulse 
response applies. 
The implemented impulse response may be a rectangle having 

duration T h' which corresponds to the hold effect or a triangle having 
base 2T h' which corresponds to linear interpolation. The rectangular 

4 The filter H(.,,)= 1 for I (,) Is 1 and H(») = 0 elsewhere (w Is the angula.r frequency). 
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impulse response reveals a filtering with first-order zeros at multiples 
of f h whereas the triangular impulse response gives second-order 
zeros. More complicated filters with a longer impulse response result 
in a transfer characteristic with higher-order zeros at multiples of f h-

If a sample-rate converter has to be realised, the amount of hardware 
is imponant and the required coefficient storage and the number of 
multiply-and-add operations per output sample may be used as an 
indication for the comparison of the different options. Direct 
implementation of the hold-effect requires one 'h-rate sample per 
output sample, and in order to meet acceptable specifications for 16-
bit digital audio the value of N must be at least 30,000, together with 
a digital low-pass filter having a stop-band transfer when related to 
the pass-band of say, ·150 dB. The application of linear interpolation 
requires two fh-rate samples per output sample, N:> 100 and a 
relative stop-band transmission of the digital filter of about -120 dB. 
For the low-pass filtering of the fh-rate signal, stages with normal FIR 
filters are used and the number of multlply-and-add operations per 
output sample of each filter is 11m, in which I is the filter length and 
m is the upsampling factor. As the number of multiplications is 
inversely proportional to m it is a good strategy to implement a large 
value of m where the limits are given by the filter length. LAGADEC et 
al. [2.21] give I"" 1 06 as an estimate for the length of a single FIR 
filter for the case of the hold-effect. Such values of I result in 
unfeasible storage requirements and difficulties in the computation of 
the coefficient values so that mutti-stage filtering has to be 
implemented_ The value of 1 decreases while increasing the transition 
band of the filter and a first stage, which performs upsampling by 2 
and low-pass filtering, considerably reduces the length of the second 
(long) filter. Linear interpotation with N""- 128 gives rise to m = 64 and 
a second filter stage having I;;;; 751 resulting in 12 multiply-and~add 
operations per 'h-rate output sample of the filter. For equal stop" 
band attenuation and transition bandwidth (in Hz), the filter length is 
proportional to the upsampling factor and an increment or decrement 
in N does not affect the number of multiply-and-add operations per 
fh-rate output sample. Hence, if the suppression of the folding 
products by the reconstruction filter is improved by increasing N, 

61 



the coefficient storage increases whereas the computational effort 
remains unaltered. 
When the linear interpolater is replaced by a third- or fourth~order 
reconstruction filter, the stop-band attenuation which is required from 
the low-pass filter does not decrease much when compared with 
linear interpolation. For this reason the reduction of N resulting from 
a higher-order reconstruction filter dOes not lead to a noticeable 
reduction of the number of multiply-and-add operations per output 
sample of the digital low-pass filter. At the same time the implemen­
tation of a third- or higher-order reconstruction filter requires three or 
more f h·rate samples per output sample of the converter together 
with the evaluation of the coefficients of the reconstruction filter. This 
means that the amount of hardware is minimised when implementing 
linear interpolation. 
The value of N which must be implemented depends on the required 
suppression of the folding products. The attenuation of the recon­
struction filter decreases with an increasing audio frequency and it is 
worthwhile considering whether the requirements for the suppression 
of folding products have to extend to the full 20 kHz audio range. 
If the reconstruction filter is used for the transfer of the signal from f h 

to the output sample frequency f 0' the filtering of the reconstruction 
filter refers to the input audio frequency, and the folding products in 
the converter output will increase with an increasing frequency of the 
input audio signal. Some audio sources such as synthesizers may 
generate much power in the high audio frequencies, but a full 
amplitude sine wave at frequency 20 kHz is still an unrealistic audio 
signal. If it is assumed that the spectral content between' 0-20 kHz is 
less than -20 dB when related to the maximum level of a sine wave, 
the requirements on the reconstruction filter are relaxed, which 
results in a lower value of N. If the reconstruction filter is used for 
the transfer of the signal from the input sample frequency fj to f h' the 
filtering of folding products is related to the frequency with which the 
folding product appears in the output of the converter. In this case, 
one should consider how far folding products in the range 10-20 kHz 
must be suppressed in order to be inaudible, as exaggerated requi­
rements may increase the value of N unnecessarily. 
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For the timing of the implemented sample~rate converter, a DPLL is 
supplied that regenerates the sample frequency which is not related 
to t h' In the reconstruction filter the moments which are indicated by 
the output of the DPLL are used as the sample moments of the non­
related frequency. This solution for the timing problems which are 
involved in the construction of a sample-rate converter originates in 
the author and has not been found in the literature before [2.13]. 
RAMSTAD [2.11], [2.22] does not deal with the problem of the 
generation of the interpolation parameter which is used in the 

reconstruction filter. PARK et al. [2.26] mention that in their converter 
the delays between the incoming and outgoing sample times are 
measured by counting pulses of a 27 MHz clock and LAGADEC et al. 
[2.8], [2.21] make use of a running average of the delays between 
the clock pulses of the two sample~rates. The introduction of a DPLL 
improves the fittering of jitter as it replaces the FIR fittering obtained 
from the first-order averaging by the filtering of the DPLL. At the 
same time the output of the DPLL is used for the generation of the 

interpolation parameter T which has to be supplied to the recon­
struction fitter. The DPLL itself is a digital system having a discrete· 

time output sampled with f h' It filters the ratio between t h and the 
non-related sample frequency. Hence, both the jitter in the to-rate 
strobe pulses as welt as the jitter In the f;-rate strobe pulses which 
are offered to the converter are filtered. Effective suppression of the 
jitter is performed by implementing a second order loop filter with a 
low cut-off frequency in the loop. Together with the requirement for 
effective filtering of jitter, the requirement for fast pull-in is present. 
and adapt ion of the bandwidth is supplied. 
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3 Noise shaping code conversion 

3_1 Quantisation and noise shaping 

The signals which are used in digital audio are represented by digital 
words consisting of a finite number of bits. This representation 
results in a finite accuracy of the signal and means that each sample 
value which is derived from an analogue audio signal has to be 
mapped onto a finite number of discrete values- The mapping is a 
non-linear process which introduces quantising errors into the signal 
which depend on the size of the steps between the discrete levels. 
In digital audio uniform quantisation is commonly used so that the 
whole range of signal values is quanti sed with equal steps and the 
quantising error does not depend on the signal amplitude. Quan" 
tisation of small signals with fine steps and large signals with coarse 
steps as applied in telephony (see JAYANT and NOLL [3_1} pp_129- 146, 
GERSHO [3-2]) has the disadvantage that the quantising error depends 
on the signal which can result in audible artifacts. 
Quantisation of a signal occurs in AID conversion where an analogue 
sample is mapped onto a set of discrete values, as well as in a 
digital filter when a digital signal has to be re-quantised in order to 
reduce the word-Iength_ In both cases the mapping may be per­
formed by rounding, truncation or sign-magnitude truncation_ When 
rounding (see figure 3_1) is applied, the output of the quantiser is the 
discrete value which is nearest to the value in the input of the 
quantiser. This results in a quantising error eq@ with eqfJ~ (-q/2,q/2] 

in which q is the quantising step. In order to calculate the error which 
is introduced into the signal by the quantlser it is assumed that the 
error can be described as a random variable. Secondly it is assumed 
that the value of the error Is uniformly distributed over the interval to 
which it extends and that the random variable is not correlated with 
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Fig,3, 1, Rounding (left) and its error distribution (right). 

the input of the quantiser (see also SRIPAD and SNYDER [3.3J). 
It follows that the average error is zero in the case that an analogue 
signal is rounded, whereas rounding of a digital signal results in a 

small offset. The offset occurs when the input signal has one of the 

discrete values just midway between the quantising levels which 

value is rounded-up to the upper level. The offset is irrelevant for the 

signal degradation which is obtained from the variance a.2 of the 

quantising error, The variance is given by 

(3,1) 

in which p(eqe ) is the probability density of the quantising error. 

The noise power P q which is added to the signal results from the 
variance of the random variable and is equal to a 2. 

In the case of rounding, the relationship between the variance of the 

quamising error and the size of the quantlsing step is found from 

implementation of p(eqe) = 1 jq if qE (-qj2,q/2] and p(eqe ) = a 
elsewhere (see figure 3,1), which gives 

(3,2) 

An alternative to rounding is truncation where the least significant 

bits of a digital word are omitted, If this is applied to a digital audio 
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Fig. 3.2. Twos complement truncation (Jeft) and irs error 
distribution (right). 

signal having twos complement notation 1, an error interval (-q,O] is 
obtained (see figure 3.2). Under the same conditions as with 
rounding it may be assumed that the introduced error can be 
represented by a random variable which has a uniform distribution on 
the error interval. In the case of twos complement, the uniform 
distribution on the error interval (-q,OJ leads to an average error 
of -q!2 and evaluation of equation 3.1 results in 

Hence in the case of twos complement truncation, the variance of the 
error is equal to the variance that results from rounding. At first sight 
this may be surprising as the mean-squared error which is introduced 
by the quantiser in the case of truncation is 4 times larger than it is 
in the case of rounding. The reaSOn for the equivalence of the 
variances is the exclusion of the mean value of the introduced error. 
When the offset which is obtained from the twos complement trun­
cation is compensated by the addition of q/2 to the input signal of 
the truncating quantiser, the result is equal to that of rounding. 

1 The value of a bit in a twOS complement number is a factor 2k times --£1 for bit 0. 

which is the MSB and +2-m for the trailing bits where k and m are integers. 
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Fig. 3. 3. Sign-magnitude truncation (left) and its error 
distribution (right). 

A third way of mapping a value on a set of discrete levels is sign­
magnitude truncation in which the number that represents the 
modulus of the signal value is truncated (see figure 3.3). For positive 
signal values, sign-magnitude truncation has the same effect as twos 

complement truncation, whereas for negative values, the value is 

mapped on the quantising level which is equal or Jess negative. 

The error interval is (-q, +q), and if a uniform distribution of the 

quantisation error is assumed, sign-magnitude truncation does not 
introduce offset. Evaluation of equation 3.1 for the case of sign­

magnitude truncation results in 

(3.4) 

and the variance of the quantising error is 4 times larger than it is in 

the case of rounding or truncation. For this reason sign-magnitude 

truncation is only used in digital audio when the signal processing 
requires that the modulus of the signal in the output of the quantiser 

is not larger than the modulus of the input signal. 

The quantising error itself is the result of a nonlinear process for 

which it is difficult to obtain an analytical description. It is common 

practice to model the error which is introduced by the quantiser Q 

(see figure 3.4) by means of a source which adds white noise eqn to 
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the signal. The power density of the added quamising noise Ndq as a 
function of the normalised angular frequency 8 is given by 

Ndq (8) ;;; q 2 I 24n 8E( -n,n] (3.5) 

ThiS model is suggested by BENNETT who discovered that "Distortion 
caused by quantizing errors produces much the same sort of effects 
as an independent source of noise." ([3.4], p.455). From the 
computation of the auto~correlation function of the quantising error 

8 qn 

~ 
in out in-i Q 

Fig. 3. 4. Noise model for the quantising error, eqn represents the 
quantising noise. 

he found that "When there are many steps there is virtually no 
carre/arion between errors in successive samples except when 
there is complere correlation of successive signal values" (ibid, 
p.467). WIOROW [3.51 considered the quantisation as "amplitude 
sampling" and established that the quantising error has a uniform 
amplitude distribution when quamising a Gaussian distributed input 
signal where the deviation a satisfies q~2a ([3.5] p.273). Extensions 
of these results, including necessary and sufficient conditions for 
white quantising noise are given by SAIPAD and SNYDER 13.3] whereas 
BARNES. TAAN and LEUNG [3.6} discussed the re-quantisation of a 
quantised signal when multiplied by a constant. For the case of an 
audio signal. which in general is not a random process, the results of 
CLAASEN and JONGEPIER [3.7] are important. They found that the 
quantisation of an analogue sine-wave with amplitude Ac and 
frequency fc gives rise to a quantising error having a spectral density 
with peaks at frequencies 

k==1,2, ... (3.6) 
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The peaks are due to correlation of the quantising errOr and when 

the quantised sine-wave is sampled, the peaks are folded down and 

their summation produces an effect which is similar to white noise. 

A condition for the avoidance of spectral peaks is that the peak 

having the lowest frequency occurs at a frequency well above the 

uppermost frequency' b of the audio band. CLAASEN and JONGEPtER 

found that this is the case if 

(3.7) 

When audio is concerned with a bandwidth of 20 kHz and a sample 

frequency f s of 44.1 or 43 kHl, equation 3.7 implies that the white 

noise model fails for 10w"level low-frequency signals such as an 

organ tone that fades away. 

From the model for the quantising noise of figure 3.4 and equation 

3.5 it follows that the noise power PHI) which is present in the audio 

band [-t b.t b I is given by 

(3.8) 

Hence the signal-to-noise ratio of the digital signal can be improved 

by decreasing the quantiSing step size as well as by increasing the 

sample frequency. The useful increment of f sit b is restricted by the 

correlation between the succeeding quantising errors, as in the case 

of a large value of 'sl' b the quantisation resembles the quantisation 

of an analogue signal whose distortion cannot be described by the 

addition of white noise (see (3.4], [3.7]). 

A more sophisticated approach to reducing the effect of the quan­

tising error is the application of negative error feedback. In thiS it is 

assumed that the quantiser samples the signal such that the output 

of the quantiser is a discrete time signal. In this case no loss of 

generality is obtained when the implemented feedback loop is 

described in terms of a discrete-time system (see e.g. [3.8] p.1 21). 

Unless otherwise stated, in this thesis discrete-time signals and 

digital filtering are supposed. 
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Negative feedback of the quantising error can be realised by means 
of a noise shaper (see figure 3.5). The feedback changes the shape 
of the noise spectrum in the output such that the noise density in the 
signal band is reduced, whereas the noise density in the remaining 
part of the spectrum is not relevant and may even be increased (see 
CUTLER [3.9], SPANG and SCHULTHEISS [3. to]). In the noise shaper the 
quantising error is measured by subtracting the output of the quan­
tiser So from the input sx· The result (-eqe) passes through the loop 
filter Hn and is added to the input Si of the noise shapero In the 
description of the noise shaper the quantiser is assumed to have no 
delay and the unit delay that must be present in the loop is included 
in the loop filter H n' Due to this delay the least complicated loop 
filter which results in a first-order noise shaper is given by 

H,.,(z) = z-1 (3.9) 

where z is the variable of the Z-transform. The operation of the 
first-order noise shaper is explained when replacing the quantiser by 
the addition of noise according to the model given in figure 3.4. 
When applying the Z-transform and Indicating the Z-transforms 
with capitals (e.g. Eqn is the Z-transform of eqn), one finds from 
figure 3.6 that 

(3.10) 
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In equation 3.10 50 is the output, 5i the input and Sx the input of the 

quantiser. The output of the first-order noise shaper Is given by 

So = S; + ( 1 -z -1 ) Eqn (3.11 ) 

Equation 3.11 shows that the spectrum of the noise which IS mtro­

duced by the quantiser is shaped by the feedback loop with a factor 
11-z-1 1 when it appears in the output of the noise shapero The noise 

density in the output Ndo satisfies 

Ndo (8) '" (1-cos(8» q2 /121l 8E(-1l,1l] (3.12) 

A plot of Ndo is given in figure 3.7. At low frequencies (8-->-0). the 
noise in the output almost vanishes, whereas at a quarter of the 

sampling frequency (8=1l/2) the noise density is twice the noise 

s· I + 

+ 

- Eqn 

Fig. 3. 6. Noise model of the first-order noise shapero 

density N dq which is introduced by the quantiser. At half the 

sampling frequency (e"'ll) the noise density is increased by a factor 

of 4. The first-order noise shaper decreases the noise density up to 

fs/6 (8==llj3) and the unweighed quantising noise in the signal band 

f b is reduced if f b <. 0.30 f s· For this reason the device is usually 

applied in combination with upsampling. 
An example of upsampling and noise shaping is the D/A conversion 
system which is present in the first commercially available chip set 
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for compact disc players produced by Philips (see [3.11], [3.12]). 
The conversion system (see Fig.3.S) was designed in order to meet 
the noise requirements for 16-bit digital audio, while use is made of 
the 14·bit DjA converter TDA1540 [3.13], [3.141. The upsampling 
enables the implementation of a digital filter for the suppression of 
the spurious response in the analogue output, resulting in a better 
product specification at a lower manufacturing price_ The digital part 
of the conversion system is implemented in the integrated circuit 

inL------' 
FIR 

noise shaper 

- . 
~'I.'I.'I" •. _ ...... •............................. .r 

D/A 

14 bits out 

Fig. 3. B. 16-bit convers;on system with application of a 14-bir DIA. 

SAA 7030 [3- 1 41- In the integrated circuit the 16·bit digital audio 
signal with a sample frequency of 44_ 1 kHz is upsampled with a 
factor four to 176.4 kHz and the signal is low-pass filtered with an 
FIR filter. The output of the filter is 28·bit wide. This word length is 
matched to the 14-bit input of the D/A converter by means of a first­
order noise shapero After being converted by the DIA, the spurious 
response around 176.4 kHz which is present in the output of the hold 
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function of the D/A is removed by a third-order Bessel2 filter which 

is implemented in order to ensure that the conversion system does 

not introduce any group-delay distortion. The noise contribution of 

the quantisation which results after the first-order noise shaping in 

the audio band ["8b .8b 1 is given by 

0 b 

q 2/12rr f ( 1 - cos (8» de 
.-0b 

(3.13) 

Evaluation of equation 3.13 for f b:= 20 kHz. f s = 176.4 kHz and 14·bit 

quantising yields a noise power contribution of -100.29 dB relative to 

the power of a sine wave with maximum amplitude. whereas the 

noise contribution without the application of a noise shaper is 

-92.48 dB; a difference of 7.81 dB. When considering the perfor­

mance of the conversion system with respect to nOise. the con­

tribution of -100.29 dB must be compared with the quantising noise 

of "98.51 dB which is inherent in a 16·bit digital audio signal and with 

the error contribution of the circuitry of the 0/ A. 16-bit performance 

means that the noise contribution of the conversion system must be 

at about the same level as the quamising noise of a 16-bit digital 

audio signal. Hence the 16-bit conversion system having a 14-bit D/A 

is only feasible if the noise and nonlinearities of the 14-bit DjA meet 

the 16-bit specifications (see [3.13 D. The overall noise contribution of 

the conversion system has been measured to be -96 dB relative to 

the power of a sine wave having maximum amplitude: a noise power 

2.69 times as large as the contribution of the noise shaper. 

The way in which the noise shaper achieves a resolution which is 

more accurate than the quantising step can be explained by means 

of the output which results from a DC input (see also [3.11 j). Figure 

3.9 shows an input which is just one quantising step q16 above the 

level of the 14-bit quantiser. This input results in a quantising error 

with a value of -q16 and the addition of +q16 to the next input 

sample of the noise shaper. Thus at the next sample moment the 

2 On mainland Europe Thomson filters are called "Bessel filters". 
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Fig, 3, 9, Operation of the first order noise shaper; input (left), input 

of the quantiser (middle) and output (right). 

quantising error is -2q16 and 2q16 will be added to the succeeding 
sample, After 4 cycles, the accumulated error results in the signal in 
the quantiser input reaching the next 14-bit quantising level and the 
accumulated error appears as a pulse in the output of the noise 
shaper, In this way, the value q16 is obtained as a time average of the 
14-bit signal, and the accuracy of the output signal of the noise 
shaper is the accuracy of the band-limited output. 
This example proves that 16-bit accuracy can be obtained from a 

14-bit signal having reduced 'bl's' The question arises of how to 
design a noise shaper that is optimal with respect to the noise power 
in a frequency band f b which is relatively small when compared with 
the sample frequency. In order to achieve a better discrimination 
between the band in which the noise must be minimised and the 
remaining part of the frequency spectrum, the first·order loop filter of 
the example may be replaced by a higher-order one. The main points 
of ConCern for the design of such a higher-order noise shaper are the 
stability of the feedback loop and the noise performance. The role of 
the stability criteria in a noise shaper with a multi-level quantiser is 
different from their role in a one-bit coding nOise shapero The next 
section deals mainly with the stability of the one-bit coding noise 
shaper in relationship to the loop filter, The model which is used for 
the clarification of the stability is different from the model for the 
description of the quantising noise which will be discussed at length 
in section 3.3. 
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3.2 Stability of the noise shaper 

The basic mechanism of noise shaping is negative error feedback 
which shapes the spectral density of the quantising error in such a 
way that the power density of the quantising error is as low as 
possible in the signal band. The powet which is present outside the 
signal band is not of interest and may be orders of magnitude larger 
than the power of the signal which is coded. When considering the 
signal and the way in which the coder represents a value in between 
two quantlsing steps, one finds that the output toggles between the 
levels that are available in the output of the quantiser. This toggling 
is essential for the operation of the noise shaper as It enables the 
noise shaper to generate an error signal at frequencies outside the 

signal band. The error signal itself may be like noise or may consist 
of limit cycles that can be disturbed by the signal and occur at 
submultiples of the sample frequency such as fs /2, .. .,fs/8. An 
example of such a limit cycle was shown in the last two pages of the 
previous section, These limit cycles are part of the error signal of a 

correctly operating coder and must be distinguished from unstable 
behaviour. Instability of the feedback loop gives rise to limit cycles at 
relatively low frequencies such as fs/30 and results in amplitudes in 
the loop filter that disable the noise shaping. Usually these limit 
cycles are not affected by the input signal, and if such a limit cycle is 
present, it persists if the input signal is removed. 
Hence, correct operation of a noise shaping coder cannot be related 
to the absence of limit cycles as in recursive digital filters, and the 

stability criterion cannot be stated in the terms which are used in 
conventional linear stability analysis. The criterion which is adopted 
in this thesis is that a noise shaper is said to be unstable if a limit 
cycle can be present which disturbs the noise shaping mechanism 
and which remains present if the input signal to the noise shaper is 
taken away. When referring to this criterion it should be noticed that 
it concerns the possible occurrence of a persistent unwanted limit 
cycle and does not deal with the actual presence of such a limit 
cycle or with the initiation of it. By means of this criterion, the 
stability of the noise shaper will be investigated. 
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Fig. 3. 10. Partitioning of the noise shaper for the stability analysis. 

The noise shaper includes a nonlinear quantiser as well as a linear 
filter. In order to describe the system it is partitioned into a linear 
part and a nonlinear one (see figure 3.10). The linear part consists of 
the toop filter and contains atl the delays which are present in the 
loop. The nonlinear part consists of the quantiser Q and the 
subtracter from which the quantising error is obtained. The limitation 
of the signal whiCh results from overload is represented by the limiter 
which is included in the nonlinear part of the loop. 

The linear part of the loop must be designed such that the noise 
shaper performs stable operation whereas the main task of the loop 
filter is the minimisation of the noise density in the signal band. 
When the model for the quantiser of figure 3.4 is implemented in the 
noise shaper (see figure 3.11) it follows that the quantising error is 
cancelled if the transfer of the loop filter obeys 

(3.14) 

In + out 

~(Z) 

Fig. 3. 11. Noise shaper, the quantiser is replaced by the noise model 
given in Fig. 3. 4. 
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In H n(z) all the delays of the feedback loop are included so H n(Z) has 

to contain at least one factor Z·1 and Hn(z) must approximate 

H n(z) = 1 in the signal band. This approximation problem is distinct 

from the well known approximation of I H(z) 12 = 1 in filter theory, as in 

the approximation of Hn(Z):::1, the delay of the filter is of interest. 

A class of loop filters whose filters approximate H n(z) = 1 in a narrow 

frequency band and satisfy the delay requirement is given by 

(3.15) 

in which n (n;:: 1) is the order of the loop filter and ao with 8o E(-1,1) 

and bo are coefficients. The loop filters satisfy Hn(z)= 1 in z=bo· In 

the proximity of the point z,..bo the error 11-Hn(z)1 is proportional to 

1 z-bol n. Usually bo is chosen to be + 1 which results in minimal 

power density of the quantising error in the output of the noise 

shaper at DC. The unit delay in Hn(z) is shown to be present in Hn(z) 

when it is written in the form 

where the highest occurring degree of Z in the numerator is less than 

the highest degree of z in the denominator. Implementation of n = 1 , 

ao~O and bo = 1 gives Hn(Z)=Z-1 which is the uncomplicated loop 

filter that is used in the DjA conversion system as discussed in 

section 3.1. In the stabil ity analysis this class of loop fi Iters is 

applied as analytical results are easily obtained. The following 

sections of this chapter reveal that this class of loop filters is useful 

for implementation. 

The nonlinear part of the loop filter is modelled by means of a 

describing function which replaces the nonlinear transfer by a global 

transfer in order to enable the use of linear stability analysis (see 

figure 3.12). The describing function method originates in control 

theory and is mentioned in the literature by KUDAEWICZ [3.15] and 

BEAGEN and FRANKS [3.16]. MEES and BERGEN [3.17] found sufficient 
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Fig. 3. 12. Stability model for rhe noise shapero 

conditions for oscillation and for non·oscillation if the nonlinear 
element satisfies a continuously differentiable function, whereas 
BLACKMORE [3.18] assumes for his proof that the nonlinear element 
performs a continuous mappingS. The quantiser which is present in 
the noise shaper means that the transfer of the nonlinear part cannot 
be descrIbed in terms of continuous mapping. In order to obtain a 
suitable model a global transfer A, can be used. The global transfer '" 
represents the transfer of the fundamental of the waveform and care 
should taken for the consequences of the waveform that is assumed 
to be present. 
In the case of multi-level quantisation (see [3.10]) the quantising 
steps are small when related to the input of the quantiser as is the 
error which is transferred to the input of the loop filter (figure 3.11). 
Thus the global transfer 1 is small and the modulus of the transfer 
function of the loop filter IHn(e)1 has to be large at some frequency 
for a sustaining limit cycle. Moreover, as there is no or very little 
correlation between the input of the quantiser and the quantising 
error, an unwanted limit cycle is not to be expected in this case. 
In the case of a one-bit coding noise shaper, two levels are available 
in the output of the quantiser such that all non-negative values of the 
quantiser input are mapped onto the output value + Ao and all 
negative values are mapped onto -Ao' For a small value in the input 

3 His basic assumption ([3.18], p.443) is that the mapping of the nonlinear element 

d:R-R is a continuOuS function for which there Is a 0>0 such that 

Id(x) 1:=£0 V x !OR, 
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Fig,3. 13. Input versus output of the nonlinear part of the loop of a 
one-bit coding noise shapero 

the quantising error exceeds the input value, whereas for a large 

input value the limiter restricts the modulus of the quantising error to 

A(Ao in which AI with A/::- Ao is the value at which Qvetload starts 

(see figure 3.13). The global transfer >.. of the nonlinear part of the 

o 

Fig. 3. 14. Global transfer of the nonlinear part for a square waVe 

input with amplitude Ab . The maximum is ).m· 

loop is calculated from the transfer of a non-sampled quantiser and a 

certain wave form is assumed in the input of the nonlinear part. If a 

square wave with amplitude Ab (Ab>O) is present in the input of the 

limiter, the input signal of the loop filter is a square wave having 

(positive or negative) amplitude Ae obeying 

Ae Ab -Ao 
Ae - A, -·Ao 
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This gives for )./:l' being the value of 1 in the case of a square wave 

(Ab -Ao) / Ab 

(A, -Ao) / Ab 
(3.18) 

from which it follows that the maximum value Am is obtained for 
Ab"'A, (see figure 3.14). 

t- t -

Fig. 3. 15. Inpur of rhe loop filter when s)( is a sine wave with As <Ao 

(lefr) and As>A, (right). 

If a sine wave having amplitude As (As> 0) is present in the input of 
the nonlinear part, the signal towards the loop filter is the sum of a 
square wave and a sine wave (see figure 3.15). If As~A, the amp­
litude A, of the fundamental in the Input of the loop filter is given by 

(3.19) 

When As>A, the activity of the limiter involves the addition to At of 
the term 

and the maximal value of the global transfer of a sine wave AS is 
slightly larger than the value of ).S in the case As;= A,. The approx­
imation that the maximum Am of l,/As) occurs for As=A, results in 

(3.21 ) 
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Fig. 3. 16. ).S as a function of the sine wave amplitude As in the input 

of the quantiser. 

Numerical computation of ),S shows that for AI = 2Ao (see figure 3.16) 

the approximation underestimates Am by 7.5%. This error decreases 

with an increasing A/ Ao' If All Ao~ 3 the error is less than 1.4% and 

the approximation given by equation 3.21 is sufficient for the present 

purpose. The range of \s(As) or Ab(Ab) extends from -00 for small 

values of As or Ab to a positive maximum ),m in AI or the proximity of 

A, (see figures 3.14 and 3.16). The value of Am depends on the 

waveform and is a function of the maximal signal amplitude A, that 

can be handled by the input of the nonlinear part of the noise shapero 

In the stability analyses it proves that the maximal value of the 

transfer of the nonlinear part of the loop is of interest_ The com­

parison of Am for the cases of a sine wave and a square wave reveals 

that for equal A/Ao the square wave results in a larger value of Am 

(see figure 3.17), It will be shown that a larger value of ),m gives rise 

1 

1 2 3 4 5 6 

Fig_ 3. 77. 1m as a function of All Ao' 
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to a more severe stability criterion so the value of Am which is 
obtained from a square wave is used in the stability analysis. 
The stability of the nOise shaper is analysed with the aid of the model 
given in figure 3.12. In the analysis the linear part of the loop is 
replaced by a filter of the class defined by equation 3,15 and the 
results that were found for the global transfer of the nonlinear part of 
the loop appear in the occurring range of i... When referring to the 
model given in figure 3.12 the system is stable if the roots for z of 

(3.22) 

lie within the unit circle for all occurring values of the parameter A. 
In order to uncover the relationship between the value of A and the 
position of the roots of equation 3.22 the root locus method is 
applied which results in a graphical representation of the roots of 
equation 3.22 as a function of the real parameter 1 (see 13,19J. 

[3.20]). Substitution of Hn(z) according to equation 3.15 gives 

(3.23) 

The left-hand part is a rational function in z raised to the power n, 

the right-hand part (see figure 3.18) is real. When introducing the real 
variable A with ±An

= 1_),.-1 equation 3.23 can be written in the form 

(3.24) 

where the ± sign is present in order to deal with negative values of 
the right-hand part for even values of n. When taking the nth. root of 
equation 3.24 one obtains 

A = (z-bo)f(z"ao)e-jq> 

IJI = k1l/n, k", 0, 1.""n-1 
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In equation 3.25 <p is an angle. Solving z gives 

z = 
Aaoe iii' .. b o 

Ae 1tp -1 
{3.26} 

The right-hand part of equation 3.26 is a linear broken function of 

AeilP which performs a conformal mapping of the complex plane 

onto the complex plane (see textbooks, e.g. [3.21]) such that the 

straight lines which are given by .l=Ae jfjl (t+'=krr/n, k=O.1 ..... n-1) are 

mapped onto circles4
. From theory it is known that if the circles 

intersect, the angles of the tangents in the intersection pOints are 

equal to the angles between the lines given by Ae11fl . It follows from 

equation 3.26 that the circles which result from the mapping intersect 

in the points .l=ao (A ...... oo) and z=bo (A:;:;; 0) and that the angles 

between the tangents of the circles in the intersection points are rr./n. 
As the circles have the points Z=8

0 
and z,..bo in common, their cen­

tre points are at the line for which Re(z)",(ao +bo)/2, Re(z) being the 

real part of z. For the computation of the radii of the circles and the 

positions of the centre points, A= ± 1 is substituted in equation 3.26. 

SUbstitution and multiplying numerator and denominator with 

e-jlfl / 2 yields 

z 
± aoe i ll>/2 -boe -jtp/2 

± e jlp/2 -e -jlp/2 

f 1·1/l. 
2 

o 1-
··:r--....,-1--01-'-(---;of'-1-...,..2-~3-··· 4·_··-;-

-1 

-2 

Fig. 3. 18. 1-1/..t as a funCTion of 2. 

4 Lines are considered as being circles having infinite radius. 

86 

(3.27) 



Equation 3.27 results for A=> + 1 and A"'-1 respectively in 

z = (ao + b 0) ! 2 + j cot ( ({l ! 2) (b 0 - ao ) ! 2 

z = (80 +bo )!2 - jtan(ql!2) (bo -ao )!2 
(3.28) 

These two values for z are at the line Re(z);;;;;(ao +bo )!2 so the 

difference between the two values of z which is obtained from 

equation 3.28 is the diameter of the circle. If it is assumed that 

bo > 8
0 

the radius r n satisfies 

(3.29) 

The centre points Zo of the circles are found from the half of the sum 

of the two values for z which are given by equation 3.28 and direct 

computation gives 

(3.30) 

The circles which are described by equations 3.29 and 3.30 depend 

on tp with ql=lm/n, k=O,1, ... ,n-1. The value ({l=0 results in a circle 

with infinite radius that coincides with the real axis. The remaining 

n-1 circles are obtained from k= 1,2, ... ,n-1 and their radii are inversely 

proportional to sin(IJ)). The values of Im(zo) are proportional to cot{ql) 

where Im(z) is the imaginary part of z. Thus the circles which are 

obtained from k;;;;ko and k=n-ko have equal radii and complex 

conjugate centre points. If n is odd there are (n-1 )/2 circles with 

Im(zo»O which each have a complex conjugate. If n is even there are 

n/2 -1 of such circles each having its complex conjugate and a circle 

whose centre is on the real axis that results from ql =1l(2. 

In the case of a first-order loop filter the real axis is the only branch 

of the root locus (see figure 3.19) and the value of 1 which corres­

ponds to a value of z of the root locus is given by 

(3.31 ) 
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1m 

1..<1 ).>1 

Re 

Fig. 3. 19. Root locus of first-order noise shapero The arrows indicate 

increasing ).. 

The parts of the root locus having I z I> 1 are the right-hand and left­

hand parts of the real axis outside the unit circle. The right"hand part 

is found from ).> (1-ao}/(bo-ao)' This corresponds to ).> 1 which does 

not occur in the noise shaper (see equations 3.18 and 3.21), The left­
hand part Of the root locus which is outside the unit circle results 

from ).« .. 1-ao )/(bo-ao} and points to the possibility of a limit cycle at 

half the sampling frequency. If present, the limit cycle at f s/2 should 

be regarded as being part of the normal behaviour of the noise 

shaper and not as being an unwanted instability. So a first-order 

noise shaper with a loop filter given by equation 3.15 is stable. 

1m 

),=1 

),<0 ,\>1 

Re 

Fig, 3, 20. Root locus of the second-order nOise shapero The arrows 

indicate increasing 1. 
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In the case of a second-order loop filter the root locus has two 

branches (see figure 3.20). One coincides with the real axis and the 

second is a circle with centre point «ao +bo)/2, 0) and radius 

(bo-8.o }/2. The values of z which correspond to the limiting case 

). ...... -00 are Z-'"'-(;Q and z-(bo·8.o)/2 at the real axis. The values fot z 
which are obtained from lE[O,1] are found on the upper and lower 

half of the circle. The right-hand part of the real axis outside the unit 

circle is part of the root locus. It follows from .\. > 1 which cannot 

occur in the noise shapero The left-hand part of the real axis outside 

the unit circle indicates the limit cycle at t s/2 which is admitted in 

the noise shapero Hence the second-order noise shaper having a loop 

filter given by equation 3.15 will always be stable. 

Fig.3.21. Root locus of the third-order noise shapero The arrOWS 

indicate increasing ). 

In the case of a third-order loop filter the root locus consists of the 

real axis and two circles (figure 3.21). According to equations 3.29 

and 3.30 the circles have radii and centre points given by 

rn = {3 (bo -ao )/3 
(3.32) 

Zo = (8o +bo )/2±jV3 (bo -ao )/6 

So the distance between the centre points is equal to the radius of 

the two circles. The points of the root locus which result from 1;:: Y2 
and .\. ~ ± 00 are at Re(z) "" (ao + b 0) /2 and the points on the two circles 
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derived from A::: h have the larger imaginary part. As shown in figure 

3.21, parts of the two arcs that result from AE[O,1] can be outside 

the unit circle. This is important for the stability of the noise shapero 

Along the two arcs, ).. ranges from a value close to one (in the 

proximity of z=bo) down to the value Ao in the intersection point of 
the branch and the unit circle. The value of Ao is easily found 

from equation 3.25 by calculating A for 1 z 12::::: 1. When the angle cp in 
equation 3.25 is replaced by the angle a this gives 

and it holds for 1 z 12 that 

bo 
2 - 280boAcos(a) ~.ao 2 A2 

1 -2Acos(a) +A2 

(3.33) 

(3,34) 

The two distinct values of A which correspond to the intersection 
points of the two circles and the unit circle are found by applying 

1 z 12 = 1 and a =: + % 11 or cos(a) = -%. The roots A1 and Az satisfy 

-(1-aobo)±J(1-a{)b{))2--~'(~ ~a02)(1-b/) 
2 ( 1 - ao 2 ) 

(3.35) 

in which the ! sign corresponds to the intersection near z=bo and 

the - sign gives the desired value. The value of 10 follows from 

(3.36) 

Figure 3.22 shows plots of 10 and 6; being the frequency at which 

the root locus intersects the unit circle. In order to ensure the 

stability of the one-bit coding noise shaper, the parts of the root 

locus which are outside the unit circle must be excluded. These parts 

result from 1 E (Ao,1) and are excluded if it is required that 
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(3,37) 

in which Am is the maximal value of '" that can occur, independent of 
the amplitude of the input signal of the nonlinear part of the noise 

shapero It follows from the computation of Am that the upper bound 
of Am is given by A" being the maximal value of the input signal 
which the nonlinear part of the noise shaper can handle (figure 3,17). 

-0.2rc 

fe· 1 

O.h 

o --+-----r-------I 

o 0.5 1.0 ao-

Fig, 3, 22. 10 and 8 j as a function of 8:0 in a third-order nOise 

shaper with bo'" 1. 

The value of Am decreases with decreasing A/lAo and the relation­
ship between Am and A,IAo is used for the stabilisation of the 
third-order noise shaper where values of Am which are larger than ),0 

are excluded by adjusting A,! Ao (see also [3.22]). If bo = 1, which is 
usually the case in a noise shaper, there are always parts of the 

circles of the root locus having i z i > 1. These parts result from 
lE(O,1) and the limiter in the input of the nonlinear part is necessary 
for the stability. The limiter ensures that the global transfer of the 

nonlinear part of the loop remains smaller than the value of Ao which 

is achieved by implementing an appropriate value of AI' The con­
clusion is that a third-order one-bit coding noise shaper with a loop 
filter given by equation 3.15 is stable due to the limiter which is 
present in the nonlinear part of the loop, 
The case of a fourth, or higher-order noise shaper resembles the 
case of a third-order noise shaper with respect to the stability 
constraints and the role of the limiter in the input of the nonlinear 
part of the loop. Figure 3.23 shows the root locus of a fourth-order 

noise shapero This root locus has two arcs resulting from lE(O,1) 
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Izl-1 

Fig. 3.23. Root locus of fourth"order noise shapero The arrows 

indicate increasing 1. 

which intersect the unit circle, and these arcs are excluded by 
requiring Am < "{). A fifth-order loop filter reveals a root locus with 4 
arcs that can intersect the unit circle {see figure 3.24}. The major 

arcs follow from AE(O,') and cause a constraint on Am' The minor 
arcS correspond to 1.::- 1 so no further constraints on Am arise. This 

situation is also present in the case of a sixth-order noise shaper. 

Figure 3.25 shows plots of 1.0 as a function of the loop filter 

coefficient ao' The plots show that for constant ao the value of Ao 

1m 

).< 0 

Fig.3.24. Root locus of fifth-order noise shaper for the case bo = 1. 
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Fig. 3. 25 . ..to as a function of ao with bo = 1 for filter order 4, 5 and 6. 

decreases with the increasing order of the loop filter. From equations 
3.18 and 3.37 it follows that a low value of '-0 gives rise to a low 
value of A/ Ao' The next section reveals that the signal level within 
the loop depends on the loop filter and the maximum signal which 
the noise shaper can handle relates to A,! Ao' The maximum useful 
input decreases with decreasing A,l Ao and the value of All Ao should 
be sufficiently large to be practical. Thus noise shapers having a loop 
filter of order larger than three are less attractive for implementation 
and most attention in this chapter is paid to the third-order one-bit 
coding noise shapero 
If an unwanted limit cycle is present and there is no offset introduced 
in the loop the waveforms in the input and outputs of the nonlinear 
part of the loop are symmetrical. The output of the one-bit quantiser 
shows a symmetrical square wave which consists of a repeated or an 
almost repeated number of positive samples fOllowed by an equal 
number of negative samples. Although the output of the quantiser is 
a square wave. the signal in the output of the nonlinear part of the 
loop does not need to be a square wave. Depending on the actual 
waveform. the nonlinear part of the loop may introduce a phase shift. 
In order to cope with this phase shift. the value of AI which is 
implemented in the limiter should include a safety margin such that 
the implemented value of A, is lower than the value which is found 
from equations 3_37 and 3.18 or 3.21. 
The introduction of a phase shift by the nonlinear part of the loop is 
illustrated by means of a limit cycle of frequency fs/4 which is 
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Fig. 3. 26. Input (0) ot the nonlinea.r part and outpur (x) to the loop 

filter in the case of a limit cycle with f s/4; n = 3, 8
0 

= 0.5 and bo = 1. O. 

possible in the third-order noise shapers with ae "" 0.5 and be -= 1.0. 

The frequency fs/4 does not permit the third harmonic, and the limit 

cycle (see figure 3.26) is described by a sitJe wave having a phase a, 

Cle{O,TC/2) with respect to the sample moments. Let the input signal 

of the quantiser be given by 

k= 0, 1, ... (3.38) 

The input to the loop filter satisfies 

k =0,1, , .. (3.39) 

In equation 3.39 the - sign holds if sin(a+krr/2)<:::O and the -I sign if 

sin(a+knj2)<O. When the transfer of the nonlinear part is expressed 

in terms of the magnitude transfer A and phase shift if of the 

fundamental of the input signal, it is found that in the case of this 

limit cycle As' a, tp and A are related by 

(3.40) 

5 This limit cycle was reported by NAUS, private communication. 
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Subtracting the two statements of equation 3.40 and using some 
formulas from trigonometry gives the expression for a 

tan(a+1T/4) ;;;; U,cos(tp)-1} /.l.sln(tp) (3,41) 

The condition for a limit cycle in the noise shaper loop is that the 
transfer }.eifl> of the nonlinear part and the transfer of the loop filter 
Hn(ei0 ) satisfy 

(3.42) 

Hence, in order to investigate the possibility of a limit cycle in the 
presence of phase shift in the nonlinear part of the loop one may 
start from the phase shift of the loop filter. In that case equation 3.42 
gives the value of tp(8) which is required for a limit cycle. The values 

of >.. and If which satisfy the condition for a limit cycle at 's/4 follow 

"/tJS 

o '1[/12; '/tIe '1[/4 fC/3 

0.6 
0.5 
0_4 

Fig.3.27. tp(e) according to Eq_3.42; n=3, ao =O.4, 0-5 and 0-6, 

b o "" 1_0_ 

from substitution of e""'1T/2 in Hrr(8)- This results in 1=0,5985 and 
cp=1,662 (or 95~). Implementation of these values in equation 3.41 
yields a= '_300 (or 74°)_ It follows from equation 3.40 that the 
amplitude of the limit cycle is 1. 1 676 Ao-

The limit cycle at 's/4 shows that the phase shift which is introduced 
by the nonlinear part of the loop may result in limit cycles at frequen­
cies not predicted by an analysis which is based on a real-valued 
global transfer >... For a noise shaper with a loop filter given by 
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Fig. 3.28. (1)(8) according to Eq,3.42; n=4, ao::: 0.5,0.6,0,7, bo = 1. 

equation 3.15, limit cycles of frequencf 's/2, '3/4 or 's/6 and to 
some lesser extent 's/8 and 'silO should be compared with the 

allowable limit cycle at 's/2. The latter occurs as part of the coding 

which also holds for limit cycles at frequencies such as f )4, f s/6 or 

f r;/S. If present, these limit cycles do not disturb the nOise shaping 

and the possibility of their occurrence does not concern the stability 

of the coder. 

At lower frequencies (e.g, fs/30) unstable behaviour of the noise 

shaper results when the nonlinear part introduces a phase shift 1JI(8) 
to the fundamental such that equation 3.42 is satisfied. In the case of 
a noise shaper which is useful for implementation and has a loop 
filter defined by equation 3.15 and bo = 1 it follows from computation 

that a negative phase shift is required in the range from e = 0 to the 

frequency at which the root locus intersects the unit circle. At higher 

frequencies the required phase shift q>(8) is positive and increases 

with frequency (see figures 3.27 and 3,28). Thus at the frequency 

range where limit cycles disturb correct operation, the phase shift 

which is required by the loop filter for a limit cycle is small and may 
be neglected in a first approximation. In the proximity of the 

intersection of the root locus and the unit circle a small phase shift 

of the nonlinear part of the loop may lead to a solution of equation 

3.42 for a value of I.. being slightly less than ),.0' For this reason a 
safety margin should be included in the value of A" 

6 Limit cyoles at f Jk, k odd do not occur as they result in a DC content in the 

OlltPlIt of the quantlser. 
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Results from a real,time implementation of a noise shaper having 
n = 3, 8 0 = 0.5 and bo "" 1.0 are presented in section 3.5 and verify that 
a noise shaper can be stabilised by the application of a limiter. 
The limit cycle at 's/4 that was given in the example was not 
observed in the realised real-time noise shapero 

3.3 Noise model 

For the discussion on the performance of the noise shaper with 
respect to in-band noise a model is applied that is distinct from the 
model that was used in the stability analysis. In the stability analysis 
the global transfer). relates to the operation of the limiter whereas in 
the analysis of the noise performance, the input of the limiter will be 
assumed to be sufficiently low that its limiting function is not used. 
As a result of this, the limiter is omitted from the noise model which 
means that the limiter is replaced by a transfer of 1. 

FiQ.3.29. Noise model for the one-bit quantiser. 

The noise model which is given in section 3.' (figure 3.4) is derived 
for the case of a mUlti-level quantiser whose global transfer is 
assumed to be equal to one. Equations 3.10 and 3.11 give the 
implementation of the model in a first-order multi-level noise shaper. 
The quantising error which is introduced into the signal is modelled 
by the addition of white noise and the overall gain of the signal that 
results from quantisation is equal to one. 
In the case of a one-bit coding noise shaper the model must be 
refined wJth respect to the gain which is associated with the 
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Fig. 3. 30. Noise model for the one-bit coding noise shapero 

quantiser. The one-bit quantiser maps any non-negative input value 

onto Ao and any negative input onto -Ao so the amplitude of the 

output signal is fixed and not dependent on the input signal level. 

In the noise model for the one-bit quantiser (see figure 3.29) the 

signal-dependent gain of the quantiser is represented by the gain cg 

whose value depends on the signal level. As the model is based on 

stationary processes the value of cg is constant in time. 

The noise contribution of the one-bit quantiser is described by the 

addition of white noise as is commonly done in the case of mUlti-bit 
quantisation. In this, it is assumed as a working hypothesis that the 
quantising error behaves in the same way as in the case of multi-level 

quantisation for which equations 3.3 and 3.5 hold (see also [3.23]). 

As the quantising step is equal to 2Ao the quantising noise power P q 

of the one-bit quantiser is given by 

(3.43) 

The implementation of the noise model in the noise shaper results in 
the block diagram of figure 3.30 from which it follows that 

(3.44) 

(3.45) 

(3.46) 
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where Eqa is the Z·transform of the quantising error e qe. Rewriting 

equation 3.44 and elimination of Eqe gives 

(3.47) 

and 

(3.48) 

from which the relationship between the input and output of the 

noise shaper proves to be 

(3.49) 

where the first right-hand term gives the signal transfer and the 

second right-hand term describes the noise contribution. The spec­

trum of the quantising noise in the output of the noise shaper Is the 

spectrum of the noise added by the quantiser when shaped with 

the frequency-dependent factor {1-H n(Z)} I {1-H n(z) + cg H I'l(z)}. 
The numerator of this factor is zero at the frequencies for which 

1-Hn(z)=O, so the introduction of the gain factor cg into the model 

does not change the requirement for zero noise contribution in the 

output which is formulated in equation 3.14, and the set of loop 

filters defined by equation 3.15 also applies in the case of one-bit 

quantisation. With respect to the signal band, in which the noise of 

the quantiser is suppressed by the noise shaping it reveals that 

equation 3.50 is simplified when using Hn(z) "" 1, This gives 

Sf + Eqn { 1 - H n (z) } / Cg (3.51) 
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From equation 3.51 it follows that the noise shaper does not 

introduce an attenuation of the signal and that the noise density 

which is added to the signal is inversely proportional to C'/. 
The value of cg is obtained from the calculatior1 of the power in the 

output of the quantiser. This power can be found in two different 

ways which ought to reveal an equal valuei . The first way is based 

on the output signal of the one-bit quantiser which can only have the 

values ±Ao' such that the power P (J of the output signal So satisfies 

(3.52) 

The second way for the calculation of the output power is based on 

the integration of the power spectrum of the output noise. For this 

the noise density in the output of the noise shaper is derived from 

equation 3.50. Within the noise model the noise is not correlated with 

the signal and the density Ndq of the noise which is introduced by 
the quantiser is given by 

BE( -1f,rrj (3.53) 

The total nOise power P Nt in the output of the noise shaper is 

obtained from the integration of the spectral density. By applying 

equation 3.53 to the result of the integration of the squared modulus 

of the most right-hand term of equation 3.50, one obtains 

11-Hn(9) 12 £ ! 1-HII(6) + CgHn(9) 12 
d8 (3.54) 

If there is no input signal to the noise shaper, P Nt is equal to the 
output power Po. Equating the two results for the output power gives 

7 Tl1is method for the computa.tion of the gain which is ascribed to a one·bit 

quantiser is known at the Philips Research Laboratories and waS commtJrlicated to 

the al,lthor by H~ELT in the Mventies. 
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(3.55) 

Equating the right-hand parts of equations 3,54 and 3,55 yields the 

integral expression from which cg can be solved 

6rr '" (3,56) 

Equation 3.56 shows that the value of cg depends on the charac­

teristic of the loop filter for which reason the global gain cg of the 

noise model should not be confused with the global transfer A. which 

occurs in the stability analysis. In order to be meaningful with respect 

to the assumptions of the model it is required that equation 3.56 has 

a sOlution with cg>O. If this is not the case the noise model including 

the assumptions made up to now should be considered as being 

inadequate for the given noise shaper, In the case of a noise shaper 

having a loop filter given by equation 3,15 with b o ".1, the resulting 

value of Cg is a function of the coefficient ao and the order n of the 

loop filter. Plots obtained from numerical evaluation of cg as a func­

tion of ao reveal for n = 1 and n = 2 that cg increases with increasing 

ao (see figure 3.31). This relates to the loop filter whose overall 

transfer decreases with increasing ao' The values n = 1 and ao = 0 give 

2 

n=1 

n-2 
I 

~1 -0.5 o 0.5 

Fig. 3. 31. Global gain of the ql.lantiser according to the noise model 
as a function of B(:)" 
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Fig. 3. 32. GJobal gain of the quantiser for n = 3, n '" 4 and n= 5. 

rise to Cg =4/3 and n-=2, 8
0

=0 leads to Cg =2/3. If n is equal to or 

larger than 3 there is no positive solution of equation 3.56 for small 
values of 8

0 
(see figure 3.32). The value of 8

0 
for which cg vanishes 

depends on the order of the filter and corresponds to a singularity of 
the integrand of equation 3.56. Within the model a small value of cg 
corresponds to a large signal in the input of the quantiser. When 

Cg~O the signal level within the feedback loop which is predicted by 
the noise model is sO large that it gives rise to instability. The values 

of 8
0 

which are smaller than the value for which c~i"O lead to 
unfeasible coders as the signal level in the loop which is caused by 

feedback of the noise introduced by the quantiser is larger than A/. 

The occurrence of limiter activity is beyond the assumptions of the 

noise model and solutions of equation 3.56 for values of 8:
0 

that are 

smaller than the value for which cg ~O are meaningless. 
With the aid of the noise model the in-band noise of a one-bit coding 

noise shaper can be derived when implementing the value of eg. 

The in-band noise power P N/;J is given by 

(3.57) 
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When It is assumed that 8 b<1 which is usually the case, the 
integrand may be approximated by Implementing 11-H n(e) I ,., 1 and 
z"" 1 + je. This results in the substitutions 

which lead to 

PNb ;: 
A 2 

o 
6rr 

(3.58) 

e 
b 21'1 

L e de 
( 1 -OJ )2n c 2 

--b 0 9 

(3.59) 

The approximation for small values of 8/;) of the in-band noise power 

in the output of the noise shaper is given by 

PNb " 

A 2 8 2n.,.1 
o b (3.60) 

Equation 3.60 shows that the noise power P Nb is proportional to 
Bb 2n + 1 and an increase of the relative signal bandwidth by one 

octave increments the output noise power by 6n+3 dB. Further, the 

output noise density is inversely proportional to the factor 

(3.61 ) 

which must be maximised in order to minimise the in-band noise. The 
value of cg is a function of the loop filter coefficient ao (figures 3.31, 
3.32), and the optimisation of the noise shaper with respect to the in­

band idle-channel noise is obtained from adjusting ao ' In the case of 

a first-order noise shaper, numerical evaluation of expression 3.61 

reveals that its value is equal to 1.778 independent of ao ' For n = 2 to 
n:::; 5 optimal values for 8

0 
can be found from figures 3.33-3.36. 
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n-2 

·1 ·0.5 a 

0.2 

0.1 

0.5 

Fig. 3.33. Plot of expression 3.61 as 8 function of 8 0 for n = 2. 

Fig. 3. 34. Plot of expression 3.61 as a fr.metlon of 8 0 for n ~ 3. 

410-4 T c:: 2 (1-a )8 9 0 

::110-4 

n-4 
:2 10-4 

10 -4 

0 
ao --t 

0 0.2 0.4 0.6 0.8 

Fig. 3. 35. Plot o( expression 3.61 as a function of 8 0 for n = 4. 
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Fig. 3. 36. Plot of expression 3.61 as a function of ao for n = 5, 

For the practical design of a noise shaper, 8
0 

= 0 will be implemented 
in a first-order coder, for reasons of simplicity. In the case of a 
second-order noise shaper, there is a smooth optimum at 8 0 =-0.2 
resulting in c/(1-ao)4=0.S10, whereas at ao=O expression 3.61 has 
the value 0.444. In practice the difference of 0.60 dB in idle channel 
noise does not justify the complication arising from a value of 8

0 

which is different from zero. Thus in an implemented first- and 
second·order noise shaper 8 0 = 0 is applied, In the case of a third- or 
higher-order noise shaper there is a rather sharp optimum with 
respect to the value of ao ' The Curves of figures 3,34-3,36 show that 
the optimum is in the proximity of the value of ao for which cg is 
zero, A small value of cg is not attractive in the realisation as it 
results in a large amplitude in the input of the quantiser and in 
practice a larger value of 8

0 
is implemented which gives rise to a 

slightly larger value of eg , 

The idle channel noise as a function of the ratio f bits which results 
from the approximation for a small Bb is given by 

PNb 

A,H2 
(3.62) 

in which Ao <2 /2 is the maximum power of a sine wave that can be 
generated by the output pulses, Plots of the idle channel noise of 
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noise shapers having a loop filter derived from equation 3.15 as a 

function of fslfD are given in figure 3.37. The improvement in noise 

performance as a function of the order n (see figure 3.38) depends 

on the ratio f sit fj. For decreasing values of f sit b the improvement 
decreases. Figures 3.37 and 3.38 indicate that a third-order noise 

shaper gives no improvement with respect to a second-order one in 

the case f s If b < 30. The calculated optimal value of flo with respect 

to the idle channel noise follows from the approximation for small 

values of Gb. This value is used in the plots of figures 3.37 and 3.38. 

Simulation results by NUIJTEN (private communication) revealed 

slightly lower values of f ~.If b for the intersection points of the curves 

of figure 3.37. 

dB t 
200 

150 . 

100 

50 

o ... 

10 100 

fs I fb '""'"+ 

I I III I 
1000 

Fig. 3. 37 Noise performance (A0
2!(2PNb)) as a function of f)fb' 

The influence of the input signal on the noise in the output of the 

noise shaper can be understood with the aid of equation 3.55. 

In equation 3.55 the output power Ao 2 is equated to the integral of 

the noise power density and when a signal is present its power Ps 
must be included in equation 3.55. This results in 

(3.63) 
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Fig. 3. 38 Noise performance as a function of the order of a noise 
shaper according to Eq. 3. 62. 

If Ps is e.g. 30 dB below Ao2/2 the value of PNt deviates 0-5 %0 from 
its idle channel value and the noise power density for the idle 
channel condition which is obtained from equation 3-56 is almost 

equal to the noise power densfty that follows from 

Ps 1-­
A 2 o 

6n f 
-Tf 

(3.64) 

If Ps is not small with respect to Ao 2, the integral of the noise power 
density decreases due to the presence of Ps . This results in a change 

1 Cg 
naS 

0_8 

.-~ 0.6·· 

004 

0 . .2 
\ 

Ps 
0 .- -+ 

·20 -15 -10 ·5 OdS 

Fig_3_39. Calculated cg , coder input Ps relative to A/ /2_ n '" 3, 
8 0 =0.5, bo = 1 and n",2, 8 0 =0, bo "" 1_ 
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Fig, 3, 4 O. Calculated noise density, n = 3, ao '" 0,5, bo = 7, Bb - IT / 128. 

Levels relative to Ao 2/2, 

0 
-

Ps ""-7 dB 

i Ndo(8) , .... 
-10 Ps --20 dB 

-20 

dB e----. 

0 n/2 1t 

Fig,3.41. Calculated output noise density, n = 3, ao "'- 0.5, bo ~ 1. All 

(eve/s relative to Ao 2 /2. 

in both cg and in the shape of the output nOise spectrum, Numerical 

calculations reveal that the value of cg decreases with increasing Ps 
and that the change of the output noise spectrum gives rise to an 

increment of the in-band noise (see figures 3,39 and 3.40), whereas 

the decrement of the total noise power P Nt with increasing Psis 

obtained from a small decrement of the noise power density in the 

part of the spectrum outside the signal band (see figure 3A 1). 

Hence, notwithstanding the fact that the total noise in the output of 

the noise shaper is given by Ao'2 -Pg , the in-band noise increases 

with increasing signal power (see also [3.24], [3.25] and (3,261). 
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Fig. 3. 42. Calculated signal to in-band noise; n = 3, ao = 0.5, bo = 1, 

8 b =n:/128, Ps relative to A//2. 

The increment of the noise starts smoothly with increasing signal 

level and terminates in a sharp increment at a few dB below Ao 2 /2, 
depending on the loop filter. In the noise model this peak corres­
ponds to a decrement of the global gain of the quantiser and a sharp 
increment of the amplitude in the input of the quantiser. The maximal 
signal which the noise shaper can handle is obtained from overload 
within the loop or activation of the limiter. Limiter activity relates to 
the peak value of the signal within the loop which exceeds its 
average value. For reasons of the increasing peak amplitude of the 
signal in the feedback loop the maximal input level that can be 
handled by a noise shaper is several dB lower than the maximum 

power of a sine wave which can be generated with the output 

pulses of ±Ao' 
As a result of the signal dependence of the in-band noise the signal" 
to-noise ratio in the case of high signal levels deviates from the ratio 
of the signal to idle-channel noise (see figure 3.42). The signal-to­
noise ratio that can actually be obtained is several dB less than the 

performance ratio Ao/2N b which is used in figure 3.37. Experimental 
data are given in section 3.5. 
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3.4 Relationship sigma-delta modulator and noise shaper 

Up to this point noise shaping obtained with the aid of a noise 

shaper has been discussed. A one-bit code can also be generated 

by means of a delta modulator (see figure 3.43) or a sigma-delta 
modulator (see figure 3.44) which are related to the nOise shaper. 

In order to reveal the relationship between the sigma-delta modulator 

and the noise shaper, the delta modulator is first introduced in this 

section, after which the similarities and the differences between the 

two noise shaping devices are considered. As with the noise shaper, 
the sigma-delta modulator is considered to be a digital device. 
So unless stated otherwise it is assumed that the input is a discrete­

time signal and that a digital loop filter is present. 

a + 
+ l-.... -----l 

In out 

loop filter 

Fig,3.43. Block. diagram of the delta modulator. 

The delta modulator is invented by OELORA1NE, VAN MIERO and 

DERJAVITCH in 1946 [3.27]. Work on the delta modulator is reported 

by SCHOUTEN et al. [3.28]. The basic concept behind it is the use of 

"a negative feedback circuit in which the voltage applied to rhe 
feedback network is quane/zed both in amplitude and in time" 

(DE JAGEA, {3.29] p.442}. In the delta modulator which is outlined by 
DE JAGER et ai, an analogue input signal is present and the negative 
feedback is performed by an analogue circuit that integrates the 

voltage of the pulses in the output of a sampled quantiser. The out· 
put of the integrator is compared with the input signal and as in an 

analogue amplifier using feedback, the resultant error in the output 

of the subtracter is delivered to the input of the one·bit quantiser. 

Notwithstanding the sampled quantiser in the loop, the feedback 
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Z::: Q 
out 

Fig, 3.44, Block diagram of the sigma·delta modulator, 

loop reduces the error signal such that the integrated pulses 
resemble the signal in the input of the delta modulator. From the 
integration by the loop filter it follows that the maximum sine-wave 

amplitude which can be coded depends on its frequency. Since the 
invention of delta modulation the effects of slope overload and the 
noise contribution of the device have been investigated (see 

e.g. STEELE [3.30]). 

;1~~ &, 
L[ % JI--~----"'f----' 

in>+~~ 
Fig. 3.45, Sigma"delta modulator and dena modulator. 

In the delta modulator the output of the loop filter approximates the 

input signal of the coder so that the output of the delta modulator 
represents the input when filtered with the inverse characteristic of 
the loop filter. This transfer characteristic in the signal path is not 

present in the sigma-delta modulator (see figure 3.44) which has Its 

loop filter in between the subtracter and the quantiser (INOSE and 

YASUDA [3.31]). The sigma-delta modulator is obtained from the delta 
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modulator when the transfer characteristic of the delta modulator is 

equalised by means of a copy of the loop filter which is placed in the 
path of the input signal (see figure 3.45). If the order of fittering and 
subtraction is interchanged the two fitters are replaced by one and a 

sigma-delta modulator results. 

G 
out 

Fig. 3. 46. Noise model of the sigma-delta modulator. 

The noise shaping of the sigma-delta modulator can be calculated 

with the aid of the noise model which is outlined in the previous 

section (see figure 3.29). According to that model, the quantiser is 

replaced by a global gain cg and the nOise contribution of the 

quantiser is modelled by the addition of white nOise (figure 3.46). 

For the sigma-delta modulator it holds that 

-Eqe G(z) (3.65) 

where G(z) is the transfer function of the loop filter G. Elimination of 

Eqe and Sx results in 

(3.66) 

Equation 3.66 shows that the signal transfer of the sigma-delta 

modulator obeys 
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(3.67) 

which approximates 1 in the signal band where I cgG(Z) I:> 1. The 
noise density in the output is inversely proportional to 11 +CgG(Z) 12 
and the noise contribution of the coder vanishes at those frequencies 

for which I G(Z) 1""-'00, In the implementation usually an integrating 

loop filter is applied which results in minimal noise density in the 
output at DC, 

When comparing the sigma-delta modulator and the noise shaper, 
one finds that for both devices the signal transfer is (almost) equal to 

one and that the output noise density is shaped by meanS of a 
feedback loop. In the case of the sigma-delta modulator the noise 
shaping is given by equation 3.66 whereas in the case of the noise 
shaper the noise shaping obeys equation 3.50 and is proportional to 

11- H n(Z) 12. The difference between equations 3.66 and 3,50 is 
related to the location of the loop filter in the loop and the presence 
of a branch in the block diagram of the noise shaper between the 

input of the quantiser and the subtracter in the input of the loop 
filter, The relationship between the noise shaper and the sigma-delta 

modulator is revealed in a method similar to that used by INOSE and 

YaSUDA when introducing the sigma-delta modulator in [3.31] (see 
also TEWKSBURY and HALLOCK [3.32]). For this the starting point is the 
block diagram of the noise shaper (figure 3.47a). First the limiter is 

relocated according to figure 3.47b, This is possible as the output of 
the quantiser is not influenced by the omission of a limiter in its 

input. In the second step the loop filter is relocated according to 
figure 3.47C. This operation does not change the output noise 
spectrum and the influence on the signal transfer is cancelled by 
filtering the input signal with the CharacteristiC Of H tl-1. The transfer 
characteristic H n-' approximates 1 in the signal band and is omitted 
in the third step when the two addition points in the loop are 
interchanged. The resulting block diagram (figure 3.47d) has two 

nested feedback loops. The minor loop contains the noise shaper 

loop filter and the limiter whereas the major loop consists of the 

quantiser, the addition point for the input signal and the minor loOp. 
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Fig_ 3_ 4 7_ Transformation from noise shaper to sigma-delta 

modulator. 
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When the complete minor loop is considered as the loop filter (G, 
figure 3.47d), the block diagram represents a sigma-delta modulator. 
So by rearranging the blocks of a noise shaper a sigma-delta 
modulator can be obtained and the relationship between the loop 
filter of a sigma-delta modulator and the filter of the corresponding 
noise shaper is established. If the limiter may be replaced by a 
transfer of one the relationship is given by 

(3.68) 

Using equation 3.68 the loop filter of a noise shaper can be trans­
formed into the loop filter of a sigma-delta modulator and vice versa 
such that the resulting coders have equal signal transfer and equal 
noise density in their outputs. The relationship between the pole-zero 
patterns of the two filters is revealed if one writes 

(3.69) 

in which T n(z) and N n(z) are polynomials in 1. Equation 3.69 results in 

Hn(z)::: (Nn(Z)-Tn(z))/N,.,(z) 

G(z) = (Nn(z)-Tn(z)) /Tn(z) 
(3.70) 

which shows that the Zeros of 1-Hn(z) correspond to the poles of G(z) 
and that the zeros of Hn(z) and G(z) coincide. 
When considering the relationship between the delta modulator and 
the noise shaper with respect to the stability constraints one has to 
compare the two when making use of the stability model. As in the 
stability analysis of the noise shaper which is presented in section 
3.2 the quantiser of the (sigma-)delta modulator is replaced by a 
global transfer. In the case of a one-bit quantiser (as discussed here) 
the global tranSfer has a positive value which decreases for 
increasing signal amplitude (see figure 3.48). In the stability model of 
the sigma-delta modulator the tranSfer of the quantiser appears as an 
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Fig, 3. 48. Output versus input (left) and output/input versus input 

(right) of the quantiser. 

undetermined amplification and the stability constraints are based on 

the phase shift which is introduced in the loop. Research into the 
stability of higher-order sigma-delta modulators by HbFELT [3.33] 

revealed that in the case of a sustaining limit cycle a phase shift may 

be introduced by the quantiser which increases from 0 at 8·.,,0 to 1[/2 

at 8:-;1'(. For this reason the maximum phase shift that the loop filter 

may contribute (see figure 3.49) is reduced according to 

I arg( G (e)) I < 1[ -I e / 2 I 

arg(G(6» 1 1( 

1 

I~ .... 1':/2 

"x -rt/2 0 1({2 
I 

...... -1':12···-

(3.71 ) 

x e-

Fig,3.49. Admitted phase shifr of the (sigma-) delta modulator loop 
filter G, 

The constraint concerns the possible occurrence of limit cycles at 

8=1[, n/2, n/4, n/6, n/8 etc. As the unit delay which is always 
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present in the loop is contained in G(z) the stability requirement is 
never satisfied at z=-1 (or 8=rc). This allows a limit cycle at fsl2 and 
in practice the phase shift of the filter for I e I ~rc/2 is not important. 
The main point of concern in the design of a loop filter for a sigma­
delta modulator is the phase shift at low frequencies which must 
satisfy equation 3.71. 
When the stability criteria of the sigma-delta modulator and the noise 
shaper are compared it proves that the signal amplitude is not 
present in the phase constraints of the sigma-delta modulator. In the 
case of a noise shaper, however, the signal amplitude appears in the 
form of a requirement on the limiter. A sigma-delta modulator which 
is obtained from the transformation of a noise shaper (figure 3.47) 
has a loop filter that consists of the loop filter of the noise shaper 

Fig. 3. 50. Sigma-delta modulator loop filter obtained by 

transformation of noise shapero 

in combination with the limiter in the feedback path (figure 3.50). 
When the signal level is low and the limiter is not active H n(z) and 
G(z) are related by equation 3.68. When a large signal activates the 
limiter equation 3.68 does not apply and the operation of the limiter 
must be described by a global transfer AI' AlE (0,11 which results in 

(3.72) 

If H n(z) is derived from the set of loop filters given by equation 3.15 
the phase shift of G(z) proves to reduce with decreasing )../' 
This corresponds to an increasing signal in the input of the limiter so 
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the phase shift of G(z) decreases with increasing signal level in the 
loop. An example of the decrement of the phase shift with de­
creasing A, is given in figure 3,51. 

In a sigma-delta modulator the decrement of the phase shift with 

increasing signal level stabilises the coder; an unwanted limit cycle 

would cause a large signal in the output of the loop filter and is 

Fig.3.51. Phase shift of G(8) for 2,= 1 and ),=0.7, n=3, 8 0 =0.5 

and bo = 1.0. 

prevented by the decreasing phase shift of G. The noise shaping 

relates to the characteristic of G for low signal levels and with the 

aid of the limiter a stable sigma-delta modulator can be constructed 

whose performance is not restricted by the phase constraints on the 
loop filter given in equation 3,71. 

A loop filter in which the phase shift decreases with increasing signal 

level can be constructed in many ways. Several authors have in fact 

implemented such a filter without being aware of it, by saturation of 

an integrator Or overload in the output of a second order section 

(see (3.34} and also e,9· [3.35], [3.36]), If the loop filter of a sigma­

delta modulator is obtained from the trans-formation of a loop filter 

of a noise shaper, the limiter value A, can be found with the aid of 
the results presented in section 3,2, In the case of another filter 

configuration the method described by HbFELT (see [3.33]) applies. In 

this method a limit cycle in the output of the quantiser is presumed 

and it is analysed whether that limit cycle can be sustained. Usually 

the method is supplemented with computer simulations. 
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3.5 Practical results 

The modelling of the noise shaper which is presented in sections 3.2 
and 3.3 is intended for the design of a one-bit coder. In order to 
verify the theoretical results, experimental data have been obtained 
from real-time implementations. The use of a real-time implemen­
tation has the advantage that the number of available samples is 
orders of magnitude larger than in the case of computer simulations. 
In practice this means that unexpected behaviour is easily discovered 
and that intermittent disturbances Can be observed. Second, a real­
time implementation allows to the encoded audio signal to be 
listened to which is necessary if the coder is designed fot hi-fi 
digital audio. 
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Fig. 3. 52. Loop filter characteristics of the implemented third-order 

noise shaper, ao '" 0.5, b 0 = 1. O. 

The majority of the measured results is obtained from a realisation 
with TIL components of a third-order noise shaper which is con­
structed for one-bit coding of audio signals with 20 kHz bandwidth. 
The noise shaper is designed according to the theory given in sec­
tions 3.2 and 3.3 and has a loop filter from the class given in 
equation 3.15. The filter characteristics are given in figure 3.52. 
The choice of the sample frequency relates to the hardware im­
plementation where a suitable multiple such as 64 times or 128 times 
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Fig. 3. 53. Pole-zero partern of the implemented third-order loop 

filter. The pole at z'" 0.5 is threefold. 

the audio sample frequency of 44.1 kHz is preferred a. Being inten­

ded for hi-fi digital audio the noise contribution of the one-bit coder 

must be below -100 dB when related to the maximum signal level 

that the noise shaper can handle. It follows from figure 3.37 that f slf b 

must be larger than 180 and the sample frequency of the realised 

noise shaper is chosen as 128 times 44.1 kHz which gives 

f s --' 5.6448 MHz. The value of the loop filter coefficient ao which is 

optimal with respect to idle channel noise is almost 0.4 and the im· 

plementation of ao = 0.4 leads to Cg = 0.676 and Cg 
2 (1-ao )6 = 21.3 10,3 

(see figures 3.32 and 3.34). This value of cg gives rise to a relatively 
large level in the input of the quantiser which reduces the capability 

of the noise shaper to handle large input signals. Therefore a larger 
value of ao is implemented. In the realised noise shaper ao = 0.5 is 

applied which results in cg '" 0.905 and c/ (1-ao )6::: 12.8 10-3. 

This corresponds to an increment of the idle channel noise of 2.2, dB. 

The loop filter Hr/z) obeys 

(3.73) 

which gives for H ,,(z) 

8 44,1 kH:;: is used in compact disc and so aets as a standard in domestic audio. 
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1.5-2.25z-1 +O.875z-2 

(1-0.5z-1)s 
(3.74) 

The pole-zero pattern is given in figure 3.53. The signal flow diagram 
of the realised noise shaper is outlined in figure 3.54. The limiter 

constant A, has the value 3Ao and the transfer from the input of the 

limiter towards the loop filter is implemented in the hardware with 

the aid of a PROM. 

out 

Fig. 3. 54. Signal flow diagram of the realised third-order noise 

shapero 

In order to obtain comparable measuring results from coders of dif· 
ferent order, USe is made of a second-order noise shaper and a first­
order sigma-delta modulator which were available in the laboratory. 

The second-order noise shaper (see figure 3.55) has a loop filter 

according to equation 3.15 with bo = 1.0 and 8
0 

= 0.0 which results in 

(3.75) 

For the first-order coder an analogue sigma-delta mOdulator is used 

whose behaviour is equivalent to a first-order noise shaper having 

ao = 0.0 and bo = 1 .0. The imperfections introduced by the analogue 

circuitry are relatively small and do not influence the performance. 

121 



out 

Fig. 3.55, Signal flow diagram of the second-order noise shapero 

The noise and distortion of the three implemented one-bit coders is 

measured with the measuring set up given in figure 3.56. The test 

signals are derived from two digital sine-wave generators9, one of 

which can be replaced by an AID converter and an analogue signal 

source. The input of the noise shaper is upsampled and filtered in 

order to avoid any influence of repetitions of the test signal around 

multiples of 44.1 kHz. The one-bit output of the noise shaper is 

filtered and decimated to the sample frequency of 44.1 kHz which 

allows the examination of the signal with the aid of the digital 

distortion analyser discussed in chapter 4 of this thesis. The im­

plemented sine-wave generators have a 16-bit output, and in order to 

improve the signalJto-ooise ratio of the test signal one of the two 

sine-wave generators operates at four times 44.1 kHz. The dynamic 

range of the test set up is increased by the application of scalers 

whose scaling is obtained from a bit-wise shifting of the input or 

output signal over a maximum of 6 bits and does not contribute any 

truncation noise 10. This results in a dynamic range of the test set 

up that extends to 130 dB whereas the maximum signal-to-noise 

ratio that can be measured ((SjN)max) is limited by the set to 

94 d8 maximum. 

9 For the digital sine-wave generator see seotion 4.1, pp.151-1S2. 

10 Throughout the hardware the signals are represented in twos complement 

notation in which a shift over one bit towards the MSe represents an amplification 

with a factor 2 and a shift tOwardS the LSB an attenuation with a factor 2, 
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Fig. 3. 56. Measuring set up for resting one-bit coders. 
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DESIGN DATA 

device I 1/ {If 

n 1 2 3 

ao 0.0 0.0 0.5 

bo 1.0 1,0 1,0 

At/Ao - - 3.0 

CALCULATED 

device 

.1 I ~ ·92.4 

II III 

N. 
( 

-63.4 

MEASURED 

device I 1/ 1/1 

N; -69 -92 -110 

Sm/Ni 67 89 103 

Sm -2 -3 -7 

(S/N)max 67 83 94" 

Fig. 3,57. Summary of practical results, ratios in dB, levels relative to 

Ao 2 /2. "Restricted by measuring set up. 

An overview of the results measured from the three coders is given in 

figure 3.57, in which Sm is the maximal useful signal level and N; the 
idle channel noise. The stability of the three devices proved to be 

good: there were nO problems with large input signals and the 
coders could be used directly after being switched on without 

resetting the arbitrary initial state of the filter. 
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Fig. 3. 58. Measured SIN ratios as a function of coder input; level 

relative to Ao 212. 

The measured data reveal that the noise model underestimates the 
idle channel noise of the third-order noise shaper by 1.1 dB. In the 
case of the second-order noise shaper the difference is 0.4 dB 
whereas the predicted idle channel noise of the first-order sigma­
delta modulator is 5.6 dB too high. This difference Is ascribed to 
correlation between the signal and the error of the quantiser. The 
signal-to-noise ratios (SIN) of the second- and third-order coders as 
a function of the input signal level are given in figure 3.58. The two 
curves are measured with the aid of a test sine wave at 3 kHz. This 
frequency was chosen because the distortion analyser (chapter 4). 
The top of the curve measured from the third-order coder is restric­
ted to 94 dB by the limitations of the measuring set up. The true 
maximum value of the signal-to-noise ratio is several dB larger. 

The dynamic range measured from the first"order coder (see (SmINi)' 
figure 3.57) is 67 dB, for the second-order coder it is 89 dB and for 
the third-order coder the measured value is 103 dB. In the case of 
the first- and second-order coder the maximum signal level that the 
coder can handle is determined by overload occurring in the 
feedback loop. When the signal level in the input of the coder is a 
few dB smaller than Ao 2/2, the signal level in the feedback loop 
proved to increase sharply with increasing input signal. The addition 
of hardware in order to admit a larger signal level in the feedback 
loop does not result in a proportional increment of Sm. 
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In the Case of the third-order coder the maximum signal level is 

determined by the limiter which is present for reasons of stability. 

If the peak value of the signal in the input of the limiter exceeds the 

value AI of the limiter, the input of the loop tilter is clipped, resulting 
in a (small) click in the output signal of the coder. The errOr power 

introduced by these clicks is proportional to their frequency of 

occurrence. If such a click happens once per second the contribution 

to the measured signal-to-noise ratio is negligible. In hi-fi audio, 

audible clicks cannot be tolerated and the maximal signal level in the 

input of the coder must be sufficiently small in order to prevent 
limiter activity. In the constructed third~order noise shaper the activity 
of the limiter is indicated by means of a LED which lights up for 

300 ms after the limiter has been activated. By this indication 

frequencies of occurrence in the order of once per minute have been 

detected and it has been determined that the maximum signal which 

the third-order coder can handle without activation of the limiter is 

-7 dB when related to A//2. 

+5 1 dB 

0 m_ .. ~ 
-5 calculated 

coder Input (dB) 

-+ 
"20 -15 -10 -5 0 

Fig. 3. 59. Signal level in the input of the loop filter as a function of 

coder input. Levels are relative to Ao 2 /2. 

The signal levels which are present in the input of the quantiser and 
the limiter of the third-order noise shaper were measured with the aid 

of an 8-bit D / A converter that was connected to the MSBs in the 

hardware. The use of an 8-bit converter gives a sufficiently accurate 

representation of the signals for measuring their RMS values as a 

function of the sine-wave level in the input of the coder. Figure 3.59 
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shows measured and calculated values of the signal level in the input 
of the loop filter. The calculated and measured values are reasonably 
in agreement for low input levels. For increasing input signal, the two 
curves show an increment whereas the level for which the increment 
actually occurs is different. When the signal level in the input of the 
quantiser is considered, an undeclared difference of several dB is 
encountered between the values which are predicted by the noise 
model and the measured data (see figure 3.60). 

+5 
T dB 

0 

-5 measured 

coder input (dB) 

--+ 
-20 -15 ·10 -5 0 

FiQ.3.60. Signal level in the input of the quant/ser as a function Of 

coder input. Levels are relative to Ao.2 /2. 

The spectra of the noise in the output of the second- and third-order 
coders were measured by means of the one-bit TIL output of the 
hardware realisations. The spectrum analyser was set to a resolution 
bandwidth of 1 kHz and a sweep time of 24.8 s. The so-called 
"sin(x)/x" roll off introduced by the full-time pulses of the TTL output 
buffer is corrected in the drawings. In the idle channel situation, the 
second-order noise shaper exhibited a switching between two modes 
of operation. Each of the modes results in another output spectrum 
and the switching between the two spectra could be followed by the 
spectrum analyser. In figure 3.61 the upper values as well as the 
lower values are shown, together with the spectrum that is predicted 
by the noise model. Such a switching was not observed from the 
output of the third-order noise shaper whose measured spectrum is 
in good agreement with the calculated one (figure 3.62). The peak at 
half the sampling frequency in the plots is relative to the noise power 
measured in the resolution bandwidth of 1 kHz, and it should be 
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Fig. a. 61. Measured and calculated spectra of the one "bit code 

generated by the second"order noise shapero 
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Fig, 3. 62. Measured and calculated spectra in the one-bit output of 

the rhird"order noise shaper, 

noted that a spectral component ranging 20 dB over the noise has a 

content equal to the noise power in 100 kHz or O.035rr in terms 
of e. So the peak at 8=1f, which is also present in the output 

spectrum of the second-order noise shaper does not indicate a 
relevant preference of the coders for the limit cycle at half the 

sampling frequency. 

128 



As a result of the distortion of the TIL output when it is used as a 

one-bit DjA converter, the in-band noise cannot be measured in this 

way, and the measuring set up outlined in figure 3.56 was applied. 

The overall signal transfer of the measuring set up and the third­
order noise shaper is given in figure 3.63. The ripple follows from the 

pass-band ripples of the upsampling and decimating filters. By means 

of the AID converter and the scalers the pass-band response was 
measured for signal levels from -7 dB down to ·90 dB, resulting in 

the same characteristic. The in-band noise density (figure 3.64) 

shows the predicted increment with frequency. As a result of the 

noise shaping the noise at 2-6 kHz for which the human ear is most 

sensitive (see e.g. [3.37]) is less than it would be in the case of white 
noise. When the noise shaper is used for hi-fi audio this is an 

advantage, although one must be sure that the spectrum shown by 

o 5 10 15 20-

frequency (kHz) 

Fig.3.63. Pass-band transfer of the measuring set up and coder. 

the spectrum analyser does indeed give the subjective impression of 
non-correlated noise. From experience with granulation (see [3.7]) 

and the discovery of audible artifacts generated by the first-order 

noise shaper of the audio DjA conversion system discussed in 

section 3.1 (see [3.11], [3.12]), it is known that a signal whose 

spectrum cannot be distinguished from noise by means of a spec­

trum analyser does not necessarily give the subjective impression of 

non-correlated noise. The presence of audible artifacts in the output 

signal of the third-order noise shaper was investigated by monitoring 

the output of the idling coder by means of a loudspeaker. The 
presence of audible patterns in the output of the idling noise shaper 
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Fig. 3. 64. In-band idle-channel noise spectrum measured from the 

third-order coder. 

was distinct 11, and the subjective impression of the sound can be 

described best as a rattling whistle. The pitch of the rattle or whistle 

as well as its timbre could be changed by adjusting the offset that 

results from the truncations within the loop filter. Adjusting the offset 

to the lowest possible value did not result in disappearance of the 

artifacts, and a solution was found in the application of dither. 

The implemented dither is obtained from a pseudo-random sequence 

generator (see [3.38], [3.39]) which operates at the audio sample 
frequency of 44,1 kHz and has 216_1 states. The one-bit output of the 

pseudo-random sequence generator is added in the loop filter. 
Although this uncomplicated dither is not optimal (see LtPSHITZ, VAN­

DERKOOY [3.40], [3.41 D, in the case of the third-order noise shaper it 

resulted in sufficient suppression of audible idling patterns. The un­

weighed in-band noise is hardly altered by the dither, as it simply filts 

the spectrum up to 10kHz and when measured unweighed the major 

noise contribution is obtained from the range 15-20 kHz. 

11 The presentation a~ the 84th AES convention [3.22] included a demonstration with 

a tape recofding of the audible artifaots. 
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3-6 Discussion of noise shapi ng 

Quantisation noise and the effects which are introduced by the 
quantisation of an electrical signal have been studied for about half a 
century and the application of feedback in order to reduce the 

quantlsatlon distortion can be traced in literature to the beginning of 

the fifties (see e.g. [3.28], [3.29], [3.42])_ During a long time the 

stability constraints of the feedback loop in which a sampled 
quantiser is present was an open question, whereas the stability of 
the first-order coder was accepted in the community working on one· 
bit noise-shaping coders_ Most workers in the field therefore concen­

trated on first-order coders while the use of higher-order coders was 

f 

J Q 

Q 

filtering out 
and 

combination 

Fig. 3. 65. Mufti-stage design consisting of a cascade of three first­
order sigma delta modulators. 

disregarded_ This attitude is expressed clearly by CANDY who wrote in 
1985 ([3_26], p_253): "It appears that the use of two-level 
quantization and double integration could be the basis of a useful 
modulator. The next section explains why it is wise to use no more 
than two integrators". Improvement of the dynamic range of the delta 
modulators for AID conversion of speech signals was obtained with 
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adaptation of the step size by the amplitude of the encoded signal 

(see e.g. [3.2], [3.301). whereas the actual signal-to-noise ratio could 

be improved at equal sample frequency with the aid of a mUlti-stage 

design. According to the multi-stage principle (see figure 3.65) the 

residual error of the first coder is encoded by a second one and the 

outputs of the various stages are combined such that the in·band 

errOr of the first coder is cancelled by the second one etc. This prin­
ciple was published by DAS and CHATTERJEE [3.431. and in a later 

article by CHATTERJEE and RAMA RAO [3.44], low-pass filters are 

included in the inputs of the succeeding stages in order to allow a 

more accurate coding of the in-band error. A comparison between 

the multi-stage design, first-order delta modulation and pulse code 

modulation is given by STEELE [3.451, who omitted a discussion on 

the problems resulting from the combination of the outputs of the 

stages. In the multi-stage design each stage has a one-bit output and 

the bit-rate in the output of the coder is larger than the output bit­

rate of a normal higher-order one-bit coder with equal signal-to-noise 

ratio. An additional problem in an analogue implementation such as 

AID conversion is the matching between the stages (see e.g. [3.46]). 

The application of a higher-order loop filter in a single-stage design 

does not give rise to these problems and it should be noted that at 
the dawn of delta mOdulation DE JAGER [3.29] as well as CUTLER 

[3.42] mention the use of second-order Integration in the delta 

modulator. Together with the description of his analogue delta 
modulator DE JAGER discussed the position of the real zerO in the 

second·order loop filter. He found that the real zero necessary for 

reasons of stability should be at f s/(2n). In that case the idling coder 

can exhibit a limit cycle at f s/2 as well as at t ~/ 4. Another frequency 

of the real zero results in one limit cycle, being at 's/2 in the case of 
a lower frequency and at fs/4 in the case at a higher frequenci2. 

These findings relate to the stability of the second-order delta 
modulator as a function of the time constants of the loop filter (see 
TOLSTAUP NIELSEN, [3.47]). 

12 The real zero at f~/(2Tl") corresponds to 110=0 in a. noise shaper having a loop filter 

given by equation 3.15 and bo = 1.0, Omission of the real zerO leads to <V· -1. 
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At the Philips Research Laboratories in the seventies there was a 
demand for the reduction of the clock frequency and output bit rate 
of uniform (sigma-)delta mOdulators. This opened the discussion on 
the implementation of second· and third-order coders, Research into 
the stability constraints of uniform higher·order (sigma-)delta 
modulators was started by HOFELT [3.331 who found constraints for 
the non-existence of a limit cycle at a submultiple of the sampling 
frequency. These constraints on the phase shift within the loop (see 
figure 3.49) proved to be necessary stability conditions for a sigma­
delta modulator with a linear loop filter. During the research into the 
performance of the sigma-delta modulator AMMAN discovered by 
chance that the noise performance of a third-order sigma-delta 
modulator can be improved by the implementation of a nonlinear 
loop filter. In the analogue loop filter applied by AMMAN the noise 
shaping was improved by violating the phase constraints while the 
stability of the sigma-delta modulator was maintained by means of 
the limiting effect of overload within the loop filter. HbFELT and 
AMMAN found that the phase constraints drafted for a linear loop filter 
also apply for a nonlinear loop filter as the criterion relates to the 
conditions for a sustaining limit cycle causing a square wave in the 
output of the one-bit quantiser 13. 

In the mid-eighties the author of this thesis found that the configura­
tion of the sigma-delta modulator is not attractive for the analysis of 
the stabilising effect of the limiter. In the case of an amplitude 
dependent stability the signal level in the loop is of interest and the 
stability constraints of the sigma-delta modulator relate to the phase 
shift of the loop filter. The absence of the signal amplitude in the 
stability constraints of the sigma-delta modulator is caused by the 
location of the one-bit quantiser in the loop. The one·bit quantiser 
uncouples the amplitudes in the input and output such that the gain 
of the loop filter disappears from the stability constraints. This 
problem is overcome if the starting pOint of the stability analysis is 
chosen in the noise shaper where the error that is generated by the 

13 The author cooperated fo!' several years with HOFRT and AMMAN who left the field 

of one·blt coding without publishing these results. 
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quantiser is the input of the feedback loop. The branch in the block 

diagram of the noise shaper from the input of the quantiser to the 

input of the loop filter results in the amplitude of the signal in the 

input of the quantiser remaining present in the stability constraints. 

Nevertheless the noise shaper and the sigma-delta mOdulator are 

interrelated, and the stability constraints which are obtained from the 

noise shaper also apply to a sigma-delta modulator having a non­

linear loop filter (see figures 3.47 and 3.50). 

For the analysis of the stability it is most effective to partition the 

loop into a linear part and a nonlinear one. In the case of the noise 

shaper, the partitioning places the nonlinear part opposite the linear 

loop filter. The nonlinear part has an instantaneous transfer and 

includes the quantiser and the limiter. The limiter is introduced as a 

representation of the effect of overload and is located in the output 

a b c 
Fig. 3. 66. Location of the limiter in the loop. 

of the adder by which the input is coupled into the loop of the noise 

shaper (see figure 3.66a). There is a choice of location for the limiter 

and it may also be sited in the branch of the block diagram between 

the input of the quantiser and the loop filter (figure 3.66b) or in the 

input of the loop filter (figure 3.66C). 

The transfer of the nonlinear part of the noise shaper includes the 

discontinuity of the quantiser. Due to this discontinuity 

lim I eqe/sx I 
Sx-40-Q 

(3.76) 
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is not bounded which gives rise to difficulties in the stability analysis 
as the Leray-Shauder fixed point theorem {3A8] which is basic in 
nonlinear system analysis makes use of the continuity of the non­
linear function for its proof (see also [3A9])_ 

A second point in the stability analysis relates to the coding 
mechanism of the one-bit noise-shaping coders. The output signal is 
obtained as the average of positive and negative pulses and correct 
operation of the coder involves the possibility of limit cycles­
The stability of the coder also relates to the possibility of limit cycles 
and a stability criterion cannot be stated in conventional terms_ 
An operational criterion is that limit cycles, if present, should not 
disturb the coding of the signal. This criterion requires that limit 
cycles at lower submultiples of f s such as f s/30 cannot occur 
whereas the occurrence of limit cycles is allowed at f s/2 and sub­
multiples of fs that can be considered as being a part of correct 
coding, With this criterion the question arises whether limit cycles at 
frequencies below e-g- '$/10 can occur. In the analysis the describing 
function method whose value was established in [3.17] and [3.181 is 
applied, According to this method, the nonlinear part of the loop is 
replaced by a global transfer "- (figure 3.12). 
The stability was analysed with the root locus method in which "­
appears as a parameter. It proved that the stability of the noise 
shaper with a third- or higher-order loop filter relates to the maximal 
value of ). and that a higher-order noise-shaping coder can be 
stabilised by means of a limiter that restricts the value of .t by 
limitation of the amplitude in the feedback loop. The stability 
constraints are satisfied for low or negative values of "- whereas the 
requirements are not satisfied when A tends to + 1. The value of A is 
a function of the signal amplitude in the input of the nonlinear part of 
the loop and increases with an increasing signal. 
Without the stabilising limiter, a coder operates well in the case of a 
small signal level in the loop but exhibits unstable behaviour if the 
signal amplitude exceeds a certain value_ When a limit cycle is 
initiated it is sustained and cannot be terminated by removing the 
signal at the input of the coder. During normal coding the signal 
levels are such that the limiter is not activated and the noise shaping 
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is not affected by the limiter. However, the limiter cannot be omitted 

as a signal peak in the feedback loop (caused by a large input signal 

to the coder or by switching on the coder with an arbitrary initial 

state) would result in a persistent limit cycle. 

When the stability of a coder under test is considered, the behaviour 

of the one·bit coder easily leads to misinterpretation of simulation 
results. In a computer simulation, the initial state of the coder is 

usually fixed and the input signal to the coder is small sO that a limit 
cycle is not initiated in the case of an unstable coder. When the input 
amplitude that initiates a limit cycle has to be derived by means of 

computer simulations some samples must be calculated. An in" 

dication for this number is given by the time intervals between the 
activations of the limiter when the input signal level is increased. 

The real-time implementation of a third"order noise shaper described 

here exhibited time intervals in the order of 10 seconds, corres­
ponding to 50 106 samples. 

When the model used for the stability analysis is compared with the 

model for the description of the noise some differences are apparent. 

The major difference is obtained from the roles of ). and cg ' 

The stability analysis makes use of a linear model and the global 
transfer .\. is the parameter related to the signal amplitude in the 

input of the nonlinear part of the loop. In the noise model the 
numerical value of the global gain Cg is the solution of equation 3.64 

which relates Cg to the noise contribution of the quantiser and the 

signal level in the input of the coder. A second difference results 

from the role of the limiter. The limiter is essential for the stability of 

third- or higher-order noise shapers having a loop filter given by 

equation 3.15, and the nonlinear transfer of the limiter is included in 

the nonlinear part of the loop. When considering the noise model, it 
is assumed that the limiter is not activated and can be replaced with 

a transfer of one. This transfer is included in the linear part of the 

noise model and the effect of the quantiser, being the remaining 
non-linearity, is modelled by a global gain cg and the addition of 

noise (see figure 3.29). 

A link between the two models is found by comparing the two 

models with respect to singularities, In the stability model instability 
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relates to the solution of A H n(z) =; 1 whereas in the noise model a 
singularity occurs when 1-Hn(8)+cgHn(8)= 1 and the denominator in 
the integral of equation 3.64 vanishes. At 8=8j the root locus of 
A H n(z) "" 1 intersects with the unit circle so Hn(8

j
) has a real value. 

In the noise model this results in a singularity when cg satisfies 
cg = 1-1IHrl(GJ The singularity can be demonstrated by means of the 
output noise density resulting from the noise model. When the value 
of cg is changed by increasing the signal in the input of the noise 
shaper, the noise density shows a peak which tends towards the 
frequency 8 i if the value of cg goes to 1-1 jHn(8) (figure 3,67). 

o 
o 1 

Ps = -2.925 dB. Cg=O.487 

Ps - -5 dB, cg-o.723 

2 3 

Fig. 3. 67 Calculated noise peaking. P s relative to Ao 2 ! 2, 

n;;:;; 3, 8 0 ;;; 0.5, bo '" 1. O. 

The value of the signal power Ps for which peaking of the output 
noise density occurs is a function of the order n of the noise shaper 
and the value of the coefficient ao' In the case n 2: 3 this value 
decreases with decreasing 8

0
, The value of 8

0 
for which peaking 

occurs when P s= 0 is the value for which cg ~O in figure 3.32. 
When ao is equal to or smaller than this value the signal level in the 
loop is sufficiently large to initiate limit cycles and the noise model 
does not apply. 
The assumptions which are used in the noise model concern the des­
cription of the operation of the quantiser in general terms, The first 
assumption is the description of the quantising error by the addition 
of white noise. This description is common practice in digital signal 
processing and is justified in a mathematical way for mUlti-level 
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quantisation of stochastic signals {3.3], {3.41, {3.51. In the case of a 

deterministic quantiser input {3. 7) or one-bit quantising a general 

justification is not available and when the one-bit noise-shaping 
coder is considered the value of this description lies in the validity of 

the results. It proved that the model gives satisfying results in the 
case of a third-order coder whereas in the case of a first-order coder 

the predicted idle-channel noise was measured to be 5.6 dB below 

the predicted value. This unacceptable difference relates to the 

assumption that the input of the quantiser is not correlated with the 

quanti sing error. 

In recent literatl..lre rigorous mathematical analysis of the first-order 

sigma-delta modulator is reported in which the quantising error is not 

modelled by the addition of white nOise by GRAY [3.501 and GRAY, 

CHOU and WONG [3.51]' FRIEDMAN [3.521 discusses the output noise 
spectrum of a first-order coder having DC input as well as the limit 

cycles of an idling second-order coder. The complexity of such an 

analysis increases with coder order and at the moment of writing an 

exact analysis of higher-order coders is not available. A more 

conventional approach which includes the effects of correlation 

between the quantiser input and the error of the quantiser is 

proposed by ARDALA.N and PAULOS [3.53]. They modelled the quan­
tiser with two gain factors, one for the signal and one for the noise 

and reported results of computer simulations. A weakness of their 
article is that they did not present plots of the relative values of the 

two gain factors. 

The failure of the noise model presented in this thesis for large coder 

input relates to the description of the quantlsing error. The error is 

described by the addition of white noise whose power Ao 2 /3 is 

independent of the signal in the input of the quantiser. The value 

Ao 2 /3 is based on a direct extrapolation of the formula for the 

quantising noise power of mUlti-level quantisation, The correctness of 

the value Ao 2/ 3 was investigated by BRADINAL (private com­
munication, see also [3.54]) who calculated the gain cg and the nOn­

correlated error of the quantiser as a function of the input signal 

level of a third-order sigma-delta modulator with the aid of computer 
simulations. In the sigma-delta modulator which he used, a DC input 
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up to 0.7 Ao revealed a non-correlated error of 0.3Ao 2 which is in 
reasonable agreement with the value assumed in the noise model. 
In the case of a DC input, larger than O,SAo the noise contribution 
decreased to O.2Ao 2. So for low input signals BRADINAL'S results 
support the assumption of the noise model that the quantising noise 
can be described by the addition of non-correlated noise having a 
power Ao 2 /3. For large signal levels BRAOINAL'S results indicate the 
limits of validity of the uncomplicated noise model. This is shown by 
the difference between the measured and calculated values given in 
figures 3,59 and 3,6014, 

The largest input signal that applies to a one-bit coder depends on 
the loop filter and in general is several dB smaller than Ao 2/2 which 
is the power of a sine wave having a peak value of Ao. If a limiter is 
present in the coder for reasons of stability the upper limit of the 
input signal level is given by the onset of limiter activity. In the case 
of a third- or higher-order noise shaper the limiter is activated when 
the signal amplitude in the quantiser input exceeds ±A" The value of 
A, is determined by the stability constraints and depends on the 
coefficient ao of the loop filter and a larger value of ao results in a 
larger value of AI" The average signal level in the quantiser input 
relates to the coefficient ao and the signal level in the input of the 
noise shaper, The signal amplitude in the input of the quantiser ex­
ceeds its average value as it contains a large stochastic component 
and there is no model for the largest occurring amplitude, 
The dynamic range of the noise shaper results from the difference 
between the maximum signal level which the coder can handle and 
the idle-channel noise. The idle channel noise as a function of the 
cadet order and the coefficient 8

0 
is given in section 3,3. It is found 

that the value of ao which is optimal with respect to the idle channel 
noise results in a low value of A, and is not optimal with respect to 
the dynamic range. The maximum dynamic range is obtained for a 
slightly larger value of ao whose implementation improves the 
handling of large signals at the expense of a small increase in the 

14 Due to the activity of the limiter no signal-to-noise ratio could be measured at 

signal levels larger than ·7 dB relative to A/I:?. 
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idle-channel noise. In the case of a third-order noise shaper having a 

loop filter given by equation 3.15 the dynamic range is not sensitive 

to a slight variation of 8
0 

which opens the possibility to shift the 
useful input range of the noise shaper by a couple of dB relative to 

the level of the output pulses. 
The design of a one-bit coding noise shaper or a (sigma-) delta 

modulator is simplified if one begins with the design of a noise 

shaper having a loop filter given by equation 3.15 with b 0 = 1. 
This choice reveals useful coders and reduces the number of design 

parameters to four (see figure 3.68). The in~band noise density of 

such a coder is proportional to e2n + 1 and when required the 

unweighed output noise can be minimised by distributing the zeros 

of 1·H n(z) over the signal band. This modification of the loop filter 
gives rise to a ripple in the in-band nOise density (see [3.23], [3.24}, 

[3.55]). In a digital implementation this modification is not attractive 

due to the increased complexity of the coefficients. 

coder order n 
.-

relative signal bandwidth fdfs 

loop filter coefficient 80 

relative limiter value A//Ao 

Fig. 3. 68. Basic parameters in the design of a noise shaper. 

The starting points in the design of a coder are the signal bandwidth, 

specifications concerning the idle channel noise, the dynamic range 
and boundary conditions which may inclUde restrictions on the 
sample frequency or the order of the coder. The sample frequency 

and the order of the coder are estimated with the aid of figure 3.37. 

When using figure 3.37 it should be noted that the useful dynamic 

range is several dB lower than the values given in the figure as the 

uppermost input signal level is several dB less than Ao 2/ 2. From the 
figure it follows that an increment in coder order may be exchanged 
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with an increment in sample frequency. A point of concern in the 
compromise between coder complexity and output bit rate is the 
occurrence of artifacts. Without an input signal a first-order coder 
exhibits a stable 1010 ... pattern in the output. An offset or DC input 
having a value blAo gives rise to a disturbance in the 1010 ... pattern 
(about) once per Ao/b output samples. This causes the conversion of 
a DC input into limit cycles with in-band frequency components (see 
[3.50], [3.51}, [3.56]). As an audio signal may temporarily act in the 
coder as a slowly varying DC these limit cycles lead to artifacts. 
Experimental results from second- and third-order noise shapers 
revealed that these artifacts are reduced when the order of the zero 
of 1-Hn(z) at Z= t is increased and dither is applied. In the third­
order noise shaper presented here dither proved to be necessary. 
The resulting output noise density is flat up to 10kHz and increases 
above that frequency which matches hearing sensitivity. 
The values of 8

0 
and At! Ao relate to the order of the noise shaper. 

In a first- or second-order design the limiter does not need to be 
present for reasons of stability and ao = a is a convenient choice that 
combines good noise shaping and low complexity of the loop filter 
(for n"" 2 see figure 3.33). In the case of a third- or higher-order noise 
shaper the coefficient 8

0 
controls the idle channel noise and the 

value of At! Ao' The idle channel noise as a function of 8 0 follows 
from equation 3.60 (see the plots in figures 3.34-3.36). The relation­
ship between ao and ;'0' from which A,l Ao is derived is shown in 
figures 3.22 and 3.25. The implemented value of ao must be larger 
than the value which is optimal with respect to idle channel noise for 
reaSons of the dynamic range, and the value of A, should include a 
safety margin with respect to the value found from figures 3.22 and 
3.25 and equation 3.18. The limitation of handling large input signals 
is related to activation of the limiter. A crude estimate for the signal 
amplitude in the limiter and the input of the quantiser is given by the 
idle channel value of cg as the signal level in the input of the 
quantiser is inversely proportional to cg. The value of ao which is 
optimal with respect to idle channel noise gives rise to a small value 
of cg which leaves little headroom in the quantiser input. As a rule of 
thumb it is therefore suggested that the implemented ao results in 
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(3.77) 

In a practical design the value of ao is at the right-hand side of the 

maxima in figures 3.34-3.36 and the sensitivity of cg for a deviation in 

ao (see figure 3.32) is larger than the sensitivity of Ao (see figures 
3,22 and 3.25). Thus equation 3.77 gives a useful guideline in the 
design of a noise shaper. 

When the one-bit coder is applied in AID conversion, the use of a 
noise shaper gives rise to problems in the implementation and a 

sigma-delta modulator will be preferred. The main reason is that in 
the nOise shaper the suppression of the quantising error is obtained 

from the subtraction 1-H ()(z) so that the performance of a noise 

shaper is sensitive to deviation in the gain of the loop filter. 

The zeros of 1-HJz) correspond to the poles of the loop filter 
Characteristic G(z) of the sigma-delta modulator and a realisation of 
G(z) by means of integrators results in a design which is less 

II 
ell 

~ r 
n V-

I 
ou 

Fig. 3. 69. Analogue implementation of phase shift reducing limiter. 

sensitive to fluctuations of coefficient values. When starting from the 

digital noise shaper the loop filter of the corresponding (digital) 

sigma-delta modulator is derived directly from equation 3.68 and the 
analogue loop filter can be obtained with the aid of the relationships 

between the Z-transform and the Laplace transform (see e.g, FREEMAN 

[3.8] pp.71 ft.). The difficulty in the transformation of a third- or 

higher-order noise shaper into a sigma"delta modulator is caused by 

the limiter. The loop filter G of the sigma-delta modulator which 

results from the transformation consists of a feedback loop with the 

limiter in the feedback path (figure 3.50). In the sigma-delta 
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modulator usually integrators are applied and the stabilising effect is 

obtained from a nonlinearity that reduces the phase shift of G(z) for 

an increasing signal level. The effect of the nonlinearity in G(z) is not 

equivalent to the effect of the limiter in the noise shaper so the 
stability of the coder must be investigated by analysing whether a 

presupposed limit cycle can be sustained, Normally supplementary 
computer simulations are required. 
An analogue realisation of the nonlinear effect Is depicted in figure 

3.69 where a limiter is present in the output of the amplifier of an 
integrator. A very simple implementation is that found by chance by 

AMMAN when he limited the output of an operational amplifier by 

means of overload. This chance discovery was the trigger for the 

research into the stabilising effect of a limiter in one-bit coders at 

the Philips Research Laboratories. 
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4 Distortion analyser 

4.1 Total harmonic distortion and noise 

The signal processing which is presented in the preceding two 
chapters performs the conversion of a digital signal while preserving 
the (audio) content of the signal. Introduction of folding products, 
noise or artifacts is unwanted and causes degradation of the audio 
signal. The degradation is quantified by measuring the amount of 
noise and distortion which is present in the signal. A suitable 
measure is the total harmonic distortion and noise which can be 
measured by means of a distortion analyser. In this chapter a digital 
implementation of a distortion analyser is presented. 

1 signal ~ fV' 

10~~lbD 
signal L 

\'-7 

a 
t .... 

b 
t .... 

1 noise L 
_Ac')cA AA. C Uy V VVVV' t-

Fig. 4. 1. Signal with distortion and noise (a), un-corrupted signal (b) 
and the noise and disTortion (c). 

The total harmonic distortion and noise (THD+N, see {4.11, pp.191 ft. 

or [4.2]' pp.340-342) is the total power of the errors which have been 
introduced in the signal irrespective theit origin (see figure 4.1). 
The THD + N is primarily a technical concept useful for engineers and 
there is no direct relation between the subjective impression of the 
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si gnal degradation and the measured THD + N. The reason is that the 

THD + N does not deal with the actual shape or spectral content of 

the error so that distortion caused by glitches of a D/A convertor and 

such like are not distinguishable from noise (see GILCHRIST [4.3]). 
Second the concept of THO + N is intended for stationary signals and 

intermittent events like the clicks resulting from overload of a noise 
shaper do not noticeably increase the THO + N as their average power 

is too low. However when audio equipment must be judged and the 

kind of distortion is known the THO I- N gives a fair indication of the 

signal degradation. In the case of AID conversion the distortion may 

be caused by inaccuracy of the quantising levels of the AID as well 
as by a nonlinearity of the sample and hold. It is tedious to measure 

the errors separately so the THO +- N is a useful quantity which puts 

all errors together (see SEDLMEYER [4.4 D. 

sine sine~ THD+N 

device 
under 
test 

distortion 
analyser ................... ---f---I 

THD+N 

spectrum 
analyser 

oscillo­
scope 

Fig. 4. 2. Measuring ser-up with distortion analyser. 

The THD I N is measured by applying a test signal to the apparatus 

which must be examined. The apparatus introduces noise and 

distortion which are separated from the test signal by means of a 

distortion analyser (see figure 4.2). The noise and distortion are the 

signal which remains after removing the test signal. This residual 
signal is measured and can be monitored for further analysis. 

In general, the device under test introduces gain and phase shift to 

the test signal and O/A or A/D conversion may be included. For this 

reason the test signal should be removed without reference to the 

generator of the test signal and an uncomplicated test signal like a 
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sine wave is preferred. When the amplitude distribution of the sine 
wave deviates too much from the amplitude distribution of an audio 
programme three sine waves can be applied (see BELCHER [4.5]). 
When the test signal is an analogue sine-wave the amplitude and 
frequency may be chosen freely whereas in the case of digitally 
generated sine-wave some restrictions are given by the quantisation 
and sampling of the test signal. For proper measuring of the THD + N 
it is important that the number of different code words by which the 
test signal is represented is sufficiently large. ThiS can be explained 
by means of the example of a sine wave at a quarter of the sampling 

1 ."""', 
signal 

t -

FigA,3. Sine wave at fs/4 using two different code words, 

frequency. In the case outlined in figure 4.3 two different code words 
are used for the representation of the sine wave with the result that 
there is nO quantising error at all. For proper measurement of the 
THO + N such situations should be avoided (see also [4.1] p.189) and 
the least common multiple of the test frequency f c and the sampling 
frequency fs should be so large that any digital code within the swing 
of the sine wave really occurs (see FINGER [4.6]). 
The digital sine-wave can be generated with the aid of a look-up 
table which contains the values of a sine (see DunwEILER and 
MESSER SCHMITT [4.7]), The sine wave is obtained by cyclic stepping 
through the look-up table and the frequency is given by the step size 
k and the number of entries of the look-up table m. In the hardware 
implementation (figure 4.4) the values of the sine wave are stored in 
a (P)ROM and the value of m is usually a power of 2. The ROM 
address is generated by a DTO (see section 2.4 of this thesis) whose 
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increment is fixed. The normalised angular frequency Be of the sine 

wave is 2nk/m and its frequency to is given by 

(4.1 ) 

In equation 4.1 the value of k, kE (0, m/2) is an integer such that fe is 

quantised with step size fs/m. The requirement that all possible 

codes occur in a 16-bit sine wave results in m'C'218 and a frequency 

step size of 0.168 Hz when f s'::': 44.1 kHz or 0.183 Hz when 

Is = 48 kHz. A suitable sine-wave frequency for testing digital audio 

equipment is obtained if k is (almost) a prime to m and the condition 

can be satisfied by adjusting the value of k to the relative prime 

which is nearest to ml cll s. An example may be a test tone of 3 kHz 

and f s =48 kHz. This gives k/m7:: 16 or k=214 whereas implementation 
of k=214_1 results in fc =2999.817 Hz. 

in""'m.nt ~ r k )0 DTO 

f8 

ROM content 

T 
", ... ",, 

~/ ..... \ 

o I. J .,. 

ROM ~ 
address 

digital 
sine wave 

ROM address 

Fig. 4.4. Digital sine-wave generator with sine wave stored in look-up 

table (ROM), 8 c = 2rrklm. 

The amplitude of the test sine-wave must be sufficiently large in 

order to avoid granulation. According to CLAASEN and JONGEPIER {4.8 J 
the amplitude Ac and frequency Ie of the sine wave should obey 

(4.2) 
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where q is the quantlsing step. If equation 4.2 is not satisfied dither 
must be applied (see FINGER [4.9], VANDERKOOY and lIPSHITZ [4.10]). 
In the apparatus under test the sine-wave causes distortion. The dis­
tortion and noise are measured by the distortion analyser which 
removes the test sine-wave trom the signal so that the amplitude of 
the residual signal is small with respect to the test sine-wave. Hence, 
the residue can be amplified and processed without requiring a large 
distortion free dynamic range. When measuring the noise and dIstor­
tion in the case of 16-bit digital audio signals the reduction of the 
dynamic range is a practical requirement as the theoretical minimum 
of the THD + N is at "98.5 dB relative to the maximum sine-wave 
level 1 • The reduction of the dynamic range allows the application of 
a standard D/A converter for monitoring the noise and distortion and 
when an AID convertor is tested the "superior" D(A which is used in 
the conventional way of testing AjD converters can be removed from 
the measuring set-up (see [4.4] p.3 or [4.7] p.672). 

Fig. 4.5. Drawing of oscilloscope pictures; tesr rone (above) and 

THD+N for noisy (middle) and for too large MSB (below). 

The analogue signal which resylts after DjA conversion of the 
THO + N is suited to visual inspection with the aid of an oscilloscope. 
The masking effect of the test sine-wave Is removed and errors at 
the level of % LSB in the output of an AID are easily observed. 

1 This is for fb=.20 kH;:. and f8=44.1 kHz. When f8~48 kHz it is 98.9 dB. 
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An example is given in figure 4.5 which depicts the effect of noise 

which occurs in the output of an AID with a positive input and an 

amplitude error in the largest bit. Where audio is concerned the 
occurrence (or absence) of artifacts like so called "birdies" is 

important. These artifacts consist of complex tones, which are 
sometimes intermittent and may have a periodically changing pitch. 

They are not easily detected by inspection of the THO + N with an 
oscilloscope or spectrum analyser whereas they can be discovered 

by monitoring the signal with a headphone or a loudspeaker. 

sine 
sine, THO+N 

device 

under test 

THO+N 

phase and 
1-----4:---1 amplitude 

control 

Fig, 4, 6, Distortion analyser using subtraction of the test sine-wave. 

The test sine-wave is removed by sUbtracting it from the signal or by 

filtering. Application of the first method (figure 4.6) requires that the 

test sine-wave which appears in the output of the device under test is 

generated again, Because the transfer of the device under test is not 
fully known, the input test sine-wave cannot be used, The phase and 
amplitude of the sine wave which is generated by the distortion 
analyser must accurately match the sine wave that has to be cancel· 
led. The second method (figure 4,7) applies a controlled notch filter 

which cancels the frequency of the test sine-wave. Older analogue 
implementations based on this method had to be tuned by hand 

which proved to be a disadvantage, For sufficient suppression of the 

test sine-wave the notch filter must be tuned accurately and in order 

to cope with frequency drift automatic frequency control of the notch 

has to be applied. The control loop may react on the input signal, on 

the output of the notch filter (see TURLEY and STIKVOORT [4.11 n or on 

a combination of the two (see [4.12]). 
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device 
under test 

THO+N 

... >-..... frequency .. -( .. j 
control 

Fig. 4. 7. Distortion analyser with filtering of the test sine-wave. The 

frequency control may use the input or output. 

When the method of subtraction is compared with filtering it follows 
that subtraction of the test sine-wave requires the generation of a 
low-distortion sine wave and adjustment of its phase and amplitude 
whereas in the case of filtering the control is restricted to automatic 
tuning of a notch filter. The latter is less complicated and the 
presented digital distortion analyser is based on filtering of the test 
sine-wave which is present in the output of the device under test. 

4.2 Signal processing of the distortion analyser 

The block diagram Of the signal processing of the realised distortion 
analyser is given in figure 4.8. The suppression of the sine wave is 
obtained from the notch filter which is adjusted to the frequency of 
the test sine-wave by means of a control loop. The control loop 
reacts on the input of the distortion analyser and adjusts the phase 
shifter 2 towards a phase shift of the (large) test sine-wave of -rr/2. 
In that case the average input of the integrating loop filter is zero. 
The notch filter consists of a cascade of two second-order sections 
which perform equal filtering. The systetn is designed such that the 
frequency of the notch is controlled by the signal that adjusts 

2 The phase shifter of the distortion ana.lyser is not an all-pass filter. 
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notch filter 

s +THD+N ~ ~ ..... THD+ 
~ 

I----
V 

-,. 
N 

I; offset-and~ 
~ 

frequency control 
f8/2 filter ""' 

~ ~~rt 0V 
~ 

shifter X ~ f----.....::.. 

..... loop filter ... 

Fig. 4. B. Block diagram of the signal processing. 

the phase shifter. This is enabled by applying the properties of the 
digital second~order section on which the signal processing of the 
distortion analyser is based. In order to explain the tuning 
mechanism, the relationships between the coefficient values and the 
pole-zero pattern of the second-order section will be discussed in 
some more detaU3 . 

in out 

Fig. 4. 9. Second order section. 

3 See also text books like [4.13] Or [4.14J. For the notGh filter see [4.15J pp.319-322. 

The notch filter is treated differently by K.HIRflND, S.NISHIMURA, S.K.MITRiI-. [4.16J. 
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The second-order section (figure 4.9) has a transfer function given by 

H (z) (4.3) 

in which a
O

' a 1, a2 , b 1 and b2 are the coefficients. The notch of the 
filter results from the zeros of H(z) which are the roots zn1 and zn2 of 

(4.4) 

This is a quadratic equation in z and zn1 and zn2 obey 

(4.5) 

and 
(4.6) 

In the case of a notch filter there are two complex conjugate zerOs 
and it is useful to express their positions in polar coordinates. 
This leads to 

1'0 r e Z 
Z (4.7) 

in which rz is the radius of the zeros and u
Z

' uz E[O,n1 is the angle. 
Implementing polar coordinates in equation 4.5 gives (see also 
[4.131 pp. 344·345) 

(4.8) 

Thus the zeros lie at a circle having radius J(az/ao). Combination of 
equations 4.6 and 4.7 results in 
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I'a -1'0 
rz(e ~+e ') (4.9) 

or 

(4,10) 

and it follows that the locations of the zeros on the circle with radius 

r z is controlled by a 1 . 

The poles Zp1 and zp2 of the second order section of figure 4,9 are 

given by the roots of 

(4,11 ) 

The roots are expressed in polar coordinates with the aid of 

( 4.12) 

where r p is the radius of the poles and 0p' op F[O,rr] is the angle. 

This results in 

(4.13) 

and 
(4,14) 

So the poles are located at a circle whose radius is given by b2 and 

the angle op is derived from b1· 

The frequency characteristic of the second-order section reveals a 
notch at 8

0 
(see figure 4,10) when the zeros of the transfer function 

lie at the unit circle. This is the case when r t= 1 and a z=8o which 

results for the coefficients 8 0, 8 1 and 82 in 

8 2 / ao = 1 
(4,15) 

8 1 180 = ·2 cos(8o ) 
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i IH(z)1 
0 
-3 1 dB 

e --+ 

0 90 
TI: 

Fig.4. 10. Frequency transfer of the notch filter, the arrows indicate 

the width of the notch. 

Outside the notch the frequency response of the filter should 
approximate one, which is realised by means of the two poles. 
The poles are located in the proximity of the zeros (see figure 4.11) 

1m t 

Re .... 

Fig. 4. 11, Pole-zero pattern of the digital notch filter. The zeros are 
on the unit circle, r p is the radius of the poles. 

such that outside the notch the effect of the zeros is compensated by 
the effect of the poles. The poles have radius r p and angle 1: 8 0 and 
from equation 4.14 it follows that 

( 4.16) 

An approximation of the transfer in the proximity of the notch is 
obtained from geometric evaluation of the pole-zero pattern of 
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figure 4.11 (see [4.13] p.39, [4.14] p.125). The ratio of the distances 
from z=eiEl to the zero and the pole in the z-plane reveals that the 

transfer fUnction is approximately -3 dB relative to the maximum 

value if I G±8ol = 1-r p. This gives 

( 4.17) 

In equation 4.17 B is the -3 dB bandwidth in Hz. So the width of the 

notch relates to the value of r p and is independent of 8 0 , 

According to equations 4.15 and 4.16 a variation of 8 0 corresponds 

to a change of a1/aO and b1 while the coefficients ao' 82 and b2 

which control the distance of the zeros and poles to the origin are 
not affected. From equations 4.15 and 4.16 it follows that 

( 4.18) 

The notch filter is tuned by simultaneous controlling adao and b1 
while satisfying equation 4.18. As the frequency of the notch directly 

relates to adao an accurate control is realised when 8 0 is fixed, a1 is 

supplied to the filter and b 1 is calculated according to equation 4.18. 

in out 

Fig.4. 72. Phase·shifting second-order section. 

The frequency control of the distortion analyser has to supply the 

value of a1 which is proportional to the cosine of the frequency 8
0 

to 

which the notch filter is tuned. For this reason the tuning mechanism 

is also based on a second-order section. In the frequency loop the 
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phase shift of the second-order section of figure 4.12 is applied. 
The transfer function of this section satisfies 

H(z) 
1 d -1 d -.2 - 1 Z - 2Z 

( 4.19) 

in which co' d 1 and d2 are coefficients. In the implementation d2 < 0 
and the value of d 1 gives rise to two complex poles. Multiplying 
numerator and denominator with l and implementing z .. ei0 reveals 

H(8) '" (4.20) 

and the phase shift 4Q> as a function of the frequency e is given by 

(4.21 ) 

The phase shift is ·rr/2 if the denominator of the arc tangent is zero 
which is the case if 

cos(9) = d 1/ ( 1-d2 ) (4.22) 

A smaller value of e Ie-ads to a phase shift between zero and -rr/2 
and a larger value of e gives rise to a phase shift which is more neg­
ative than -n/2. Like it has been done in the case of the notch filter, 
the pole positions of the phase shifter are expressed in the radius rs 
and the angle B. Similar to equations 4.13 and 4.14 this gives 
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With the aid of equation 4.22 it is found that 

(4.24) 

Equation 4.24 relates the frequency G for which the phase shift is 

-nj2 to the angle B of the poles of the phase shifting second order 

section. By means of the frequency loop of the distortion analyser 

the phase shifter is adjusted towards a phase shift -n/2 at frequency 

Be of the input sine wave such that d 1 obeys 

d 1 ~ (1 + r s 2) cos ( e c ) (4.25) 

Equation 4.25 shows that in this case the value of d 1 is proportional 

to cos(8c )· This is applied for the frequency control of the notch 

filter. According to equation 4.15 the notch is tuned to the frequency 

of the input sine wave if 8 1 =-2 ao COS(Gc ). So a1 and d 1 are propor­

tional to cOS(8J and equating d 1 and a1 reveals 

(4.26) 

Application of equation 4.23 results in 

( 4.27) 

When equation 4.27 is implemented the notch filter is exactly tuned 

at the frequency for which the phase shifting second·order section in 

the control loop gives a phase shift -nj2. A restriction is given by the 

limited frequency range for which a phase shift -nj2 can be obtained 

from the applied second-order section. The poles of the phase shifter 

(see figure 4.13) are at z~rse:tje with (sE(O,1) and BF{O,n1. This gives 

COS(B}E[ -1,1 11 and from equation 4.24 it follows that 

(4.28) 
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in which the minimum and maximum value of cos(8) correspond to 

l3"'rt and 8=0 respectively_ An approximation of the range of 8 for 

which equation 4.28 can be satisfied as a function of r s follows from 

the assumption that 1-r s is small. In that case the sUbstitution 

Re -
cos(B) 

FigA_ 13_ Phase shifter, at frequency 8 the phase shift Is -Tf/2, the 

poles are tuned to e, 

rs:= 1-(1-rs) in the right-hand part of equation 4.28 reveals that it may 

be approximated by 1-(1-r~l/2- So 8 m which is the smallest value of 

8 for which a phase shift of -1l/2 occurs (see figure 4_ 1 4) is 

approximately given by 

(4_29) 

In the realisation rs is close to one and the range of the frequency 

control of the distortion analyser extends to [8m, Tf-8m]-

r 1m Izl-1 

Re 
o --+ 

Fig.4. 74. Poles of the phase shifter for 8=8m-
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Two other points which are of interest when the phase-shifting 

second-order section is applied in the frequency control loop are the 

amplitude response and the sensitivity of the phase shifter with 

respect to the control variable. When the control loop is adjusted 

such that the notch frequency 8
0 

is tuned to the (fixed) input 

frequency Ge, this frequency is shifted by the second-order section 

over -1l/2. In this case the input frequency is close to the frequency 

corresponding to the angle 6 of the poles which gives rise to a large 

gain. From equations 4.20 and 4.22 it follows that 

._j Co 
(4.30) 

Equation 4.30 shows that I H(8c ) I is inversely proportional to sin (Be)' 
The smallest value of IH(8e )1 is Co/(1-rsf and the largest value is 

given by 8 m being the smallest frequency to which the loop can be 

adjusted. Implementing equation 4.29 and writing 8 m for sin (8m) 
results in 

(l-r/)(l-rJ 
(4.31 ) 

So the ratio of the minimum and maximum gain of the phase shifter 

at the frequency which is shifted over ·re / 2 is 1-r s. 

For the stability of the frequency control loop the sensitivity of the 

phase detector as a function of the control variable d 1 is of interest. 

When the frequency Ge to which the loop is adjusted is fixed and 

small variations of d 1 and .6.<1l are concerned it follows from equation 

4.20 that .6.(!l may be approximated by 

(4.32) 
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The sensitivity for fluctuations in d 1 is given by the derivative of .6.¢I 

to the control variable d 1• Differentiating equation 4.32 to d 1 and 
substitution of d 2= -r s 2 (see equation 4.23) results in 

-1 
( 4_33) 

from which it follows that the sensitivity of the phase detector with 
respect to the control input is inversely proportional to sin(8c)' The 
maximum sensitivity is obtained for 8 c "'Sm or 8 c =n-8m whereas at 
8 c =1£/2 the sensitivity is 1-rs times as small. 
The phase shifter of the distortion analyser is adjusted to a phase 
shift of -rc/2 to that of the input signal by means of a control loop 
(see figure 4.15) and in the design of the distortion analyser it is 
assumed that the input signal conSists of a (large) sine wave to which 
a little bit (say less than 1 %) of noise and distortion is added by the 

offset-and­
fs/2-filter 

r~ 

loop 
filter 

; ~ phase shifter 
-.......................... ."".",,,. 

FigA_ 15_ Frequency contro/loop. The loop filter includes an 

integrator. 

apparatus under test. Offset in the input signal or a frequency com­
ponent in the input at half the sampling frequency give rise to offset 
in the output of the phase detector and maladjustment of the 
frequency control loop. In order to suppress offset and the frequency 
fs/2 the offset-and-fs/2 filter is placed in the input of the control 
loop. The filter has a zero transfer function at 8=0 and 8=1r and the 
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frequency response is such that the larger part of the increase of the 
gain and sensitivity of the phase shifter near 8 = a and 8 = IT is 

compensated for. The compensation is realised by a reduction of the 
sine-wave amplitude in the input of the control loop. The first result 

of this compensation is that the frequency characteristic of the offset" 

and-f sf2 filter compensates the increment of the gain of the phase 
shifter in the proximity of 8=0 and 8=IT. The second result is that 
the increase in the sensitivity of the phase shifter for low and high 

values of 8 is compensated for by the reduction of the sensitivity of 

the phase detector. The implemented phase detector is a multiplier 

whose output is proportional to each of the two input signals and a 
reduction of the amplitude of the sine-wave which is forwarded 

directly to the phase detector decreases the sensitivity. 
The influence of the sine-wave amplitude in the input of the distortion 

analyser on the sensitivity of the phase detector and the open loop 

gain of the frequency control loop are not compensated. 

4.3 Implementation and results 

The signal processing which is described in the preceding section 
has been implemented in a digital distortion analyser which is 
intended for testing 16-bit digital audio signals. The hardware 

consists of an uncomplicated processor with TIL and TTL compatible 
components that was designed in the late seventies (for the hardware 

description see [4.17]). It performs 96 multiply-and-add operations 

within the audio sample time of 22.7 iJs (I s= 44.' kHz) which proved 
to be a restriction. As a consequence the required number of 

multiply·and-add operations in the signal processing (see figure 4.16) 
is minimised while preserving the accuracy. There is no room in the 

signal processor for the offset filter in the THD + N output or for cal­

culation of the RMS values of the THD+N and the input signal which 

is why they were implemented on separate circuit boards. 
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and-fs/2 

filter 

notch filter 

display 

offset 
filter 

Flg.4. 76. Signal flow diagram of the realised distortion analyser. 

The notch filter (figure 4.17) consists of two second-order sections. 
The first section corresponds to the filter section outlined in figure 
4.9. In the second section the recursive part precedes the part that 
generates the notch while in this way the noise which is generated by 

the recursive part is filtered by the succeeding notch. In between the 
two sections the gain factor a6 results in an overall voltage gain of 
the THD + N of 100 x or 40 dB. The amplified output of the notch 
fitter is delivered to the bit-serial offset filter (-3dB at 1.5 or 400 Hz). 

The output signal is converted with the 16-bit DjA conversion system 
that is described at the end of section 3.1. For completeness a 20 

kHz low"pass filter is supplied which is implemented as a 9th-order 
Cauer filter with frequency depending negative conductances. 

control 
Input 

Fig. 4. 17. Notch filter of the realised distortion analyser. 

167 



in out 

Fig. 4. 18. Offset-and-fs/2 filter. 

The notch filter is adjusted by controlling the coefficients 8: 1, a4 , b 1 
and b4 · The values of 8: 1 and a4 detetmine the frequency of the notch 

and in order to avoid truncation errors their value is identical to the 
value in the control input of the phase shifter. The values of the 

coefficients 8:0 > 8 2> a3 and a5 follow from equations 4.15 and 4.27 and 

the width of the notch is determined by the coefficients b 2 and b 5. 

The filtering of the sine wave is less sensitive to an inaccuracy in the 

adjustment of the poles and the values of b 1 and b4 are generated by 
multiplying the control input variable with the coefficient c1 whose 
value follows from equation 4.18. 

T 1m 

Re 
--~~--~--*-~- ..... 

Fig.4.19. Pole-zero pa.ttern of the offset-a.nd-fj2 filter. 

The frequency control (see figure 4.15) includes the offset-and"fs/2 

filter, the phase shifter, a multiply operation for the phase detection 

and the loop filter. The offset-and·' s/2 filter is implemented as a 

second-order section (figure 4.18) instead of a cascade of two first­

order filters for saving program steps in the processor. The values of 

the filter coefficients c2, c3 and d 3 reveal the pole-zero pattern given 

in figure 4.19. The pole locations are chosen such that the frequency 

response of the filter compensates the increase of the gain and 
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sensitivity of the phase shifter at low and high frequencies, In the 
realised distortion analyser a useful compensation is obtained with 
d 3 = 0.49 which gives poles at (± 0.7, 0) in the z-plane. With the aid of 
this compensation co=0.0142 and r,s=0.9805 could be implemented 
although it follows from equation 4.31 that this value results in a gain 
of the phase shifter at 8 ... 8 m or 8 "'1l-8m of 18.86. 

limiter 
in out 

Fig.4.20. Loop filter of the distortion ana.lyser, 

The loop filter (see figure 4.20) consists of a first-order low-pass filter 

with coefficient d4 and is followed by an integrator (coefficient ds is 
equal to one). The gain of the loop filter is given by the factor4 2-14 

and coefficient cS' The signal level in the input of the loop filter 
depends on the frequency as well as on the amplitude of the sine 
wave in the input of the distortion analyser. This results in a large 
fluctuation of the open-loop gain and a first-order integrator is 
applied. It proved however that in the case of a low value of the test 
frequency a single integrator gives insufficient suppression of the 
frequency component at 2E\~ which is present in the output of the 
phase detector. For this reason a first-order row-pass filter is used 
having its -3 dB point at 8=0_0117 (82 Hz). The output of the 
integrator is limited to [-2rs,+2rsl in order to enSure the stability of 
the second-order sections which are controlled. 
The pull-in behaviour of the frequency control loop depends on the 
ftequency to which the roop had been adjusted before the (new) 
input signal is present and the frequency and amplitude of the 

supplied test sine-wave. The dependence on the frequency to which 

4 The factor :2"14 is realised with a hardware implemented shift, see p.225. 
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coefficient normal operation search mode 

or normal low normal low 
parameter input input inpur input 

c2 0.7600 0.7600 0.7600 0.7600 

c3 -0.7600 -0.7600 -0.7600 -0.7600 

d3 0.4900 0.4900 0.4900 0.4900 

Co 0.0142 0,0781 0.0500 0,2500 

d 2 -0.9613 -0.9613 -0.8789 -0.8789 

rs 0.9805 0,9805 0.9375 0.9375 

d4 0.9883 0,9883 0.5000 0.5000 

c5 0.0020 0.0020 2.0000 2.0000 

limiter 1,9609 1.9609 1.9609 1.9609 

Fig.4.27. Values of the coefficients and parameters of the control 

loop for the different modes of operation. 

the loop had been adjusted to before offering the (new) test sine­

wave is related to the gain of the phase shifter. The phase shifter is a 
tuned second-order section whose transfer function is large at the 
frequellcy to which it is tuned to and small for other frequencies. 

This gives rise to a large sensitivity of the loop at the frequency to 

which it is adjusted to and makes the loop rather insensitive to other 

frequency components. During measurements with the distortion 

analyser the direct reaction to a small fluctuation of the test 

frequency and the relative insensitivity to interfering frequencies is 

advantageous. Where the pull-in time is concerned the small output 

of the phase detector for other frequencies gives rise to a small 

signal amplitude in the input of the integrating loop filter during 

pull-in. When the test frequency is low the effect is enhanced by the 
frequency Characteristic of the offset-and-t s/2 fi Iter and a further 

increase in the pull-in time results if the amplitude of the test 
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coefficient normal opera.tion search mode 
or 

parameter narrow wide narrow wide 

ao -0.9806595 -0.9806595 -0.9394531 -0,9394531 

a2 -0.9806595 -0.9806595 -0.9394531 -0.9394531 

b2 -0.7344490 -0.5097960 -0.7344490 -0.5097960 

b5 -0.7344490 -0.5097960 -0.7344490 -0.5097960 

a3 -0.9806595 -0.9806595 ·0.9394531 ·0,9394531 

a5 -0,9806595 -0.9806595 -0.9394531 -0.9394531 

a6 1.2658415 1.2658415 0,1265841 0,1265841 

c1 0.8739017 0.7280815 0.9122328 0.7600166 

rp 0,8570000 0.7140000 0.8570000 0.7140000 

width of 
2 kHz 4 kHz 2 kHz 4 kHz 

the notch 

Fig. 4. 22. Implemented coefflcfents a.n parameters of the notch filter. 

sine-wave in the input of the distortion analyser is low. Without 

taking extra measures the pull-in time of the distortion analyser 

would be in the order of minutes. So in addition to the "normal" 

mode the distortion analyser Is provided with a "search" mode and 
a "low input" mode, The modes are selected by hand-setting of 

switches which control the values of the coefficients. The coefficients 

which are implemented in the frequency control loop for the different 
modes are listed in the table of figure 4.21, 

The width of the notch relates to the attenuation of the test sine­

wave. In the case of a small error ill the adjustment of the notch 

frequency the attenuation decreases with decreasing width of the 

notch. For an accurate measuring result the notch must be narrow 

and in the realised distortion analyser two settings are available. 

In the "narrow" mode which is intended for normal operation the 

width is 2 kHz and in the "wide" mode which applies when an 
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Fig.4.23. Measured attenuation of the test sine-wave. 

increased attenuation of the test sine-wave is required the width 

is 4 kHz. The coefficient values for the two modes which are 

implemented in the notch filter are listed in the table of figure 4.22. 

The measured attenuation of the test sine-wave as a function of its 

frequency is shown in figure 4.23. The lowest test frequency that 

applies is 500 Hz in the "wide" mode and 2 kHz in the "narrow" 

mode. These frequencies are larger than the frequency of 137 Hz 

which corresponds to 8 m and the maladjustment of the loop relates 

to insufficient filtering by the loop filter of the frequency component 

at 28c which is present in the output of the phase detector. 

Suppression of the frequency 28c decreases with decreasing eo and 

for low values of 8 c the limiter in the integrator of the loop filter is 

activated by the small ripple which is present in the output of the 

integrator. This results in an error in the average output of the 
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Fig.4.24. Third-order distortion generated by the analyser relative to 
the maximum amplitude test sine-wave. 

frequency loop together with a spectral component at 28c which 

gives rise to third-order distortion in the notch filter. Measured values 

of the third-order distortion are given in figure 4.24. If the test 

frequency is below 2 kHz the "wide" mode should be used. 

sample frequency 44.100 Hz 

test frequency range 0.5· 20 kHz 

input amplitude range -40 dB - 0 dB 

input signal 16 bit 

internal accuracy 30 bit 

minimum test tone suppression 
wide mode 118 dB 

narrow mode 97 dB 

narrow, fc > 2.0 kHz 114 dB 

notch width, narrow 2 kHz 

notch width, wide 4 kHz 

gain in monitor output 40 dB 

the same, search mode 20 dB 

Fig. 4.25. Summarised specifications of the distortion analyser. 
Levels are relative to maximum amplitude test sine-wave. 
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The display of the distortion analyser (see figure 4.16) shows the 

RMS value of the THO + N that is present in the output of the offset 

filter, the input si gnal level and the ratio of the signal to the THD + N. 

The 68000 microprocessor which drives the display also performs the 

computation of the R MS value of the THD + N. As the interrupt routine 

of the 68000 takes some time the calculation of the RMS value of the 

THD + N is performed after subsampling by 2 from which no problems 
arose. The signal level at the input of the distortion analyser is 

measured by means of top detection of the test sine-wave. A sum· 
mary Of the specifications is given in figure 4.25. 

4.4 Discussion of the distortion analyser 

The presented distortion analyser makes use of the THD + Nand 

before discussing the realised apparatus it is worth considering two 

alternative methods which are commonly used for digital testing of 
AID converters or digital audio processing. The first method is 

intended for testing AID converters and applies a histogram of the 

occurring output values when related to the probability density 

function of the test signal (see [4.18] and also MAHONEY [4.1], 

BELCHER [4.5], HENKEL [4.19] and DOERN8ERG, HAE-SEUNG LEE and 
HOOGES [4.20]). The advantage of this method is that the test can be 

performed by computer analysis of a finite number of samples and 

that the method is not restricted to static testing. A disadvantage of 

testing audio conveners is that the number of samples which 
is required by the test for a given accuracy and reliability is 

proportional to the number of quantislng levels ([ 4.20J, p.822). 

The computer analysis of the samples reveals the inpuHo-output 

transfer characteristic and the nonl inearity of the converter under 

test. The calculated integral or differential nonlinearity can be 

analysed further by the application of the Fourier transform whereas 
VANDEN BOSSCHE, SCHOUKENS and RENNEBQOG [4.21] prefer the Walsh 
transform of the integral and differential nonlinearity for the 

diagnosis of the AID converter under test. 
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The second method is the application of spectral analysis of the 
digital signal which is usually done by means of the computation of 
FFTs 5. Implementation of this method requires the storage of a 
rather small number of samples (e.g_ 2048) and the calculations are 
performed off-line. Points of concern are the proper choice of the 
window (see HARRIS [4.22], for digital audio ADAMS [4_23]) and the 
test frequency (see HALBERT and BELCHER [4_24] and DERAVI [4_25 D. 
The method is not dedicated to the specific errors of AID converters 
and can be applied equally well to the output of wave-form coders or 
digital signal processing_ 
The two methods for digital testing are similar in that they make use 
of a limited number of digital samples which are stored and pro­
cessed afterwards_ The limited number of signal samples makes the 
methods suitable for testing a series of devices on the occurrence of 
errorS which are expected in advance. The application of histograms 
yields information in terms of the integral and differential nonlinearity 
of the device under test The computation of FFTs results in infor­
mation on the nonlinear distortion, folding products or frequency 
dependent noise_ A method for the calculation of the THD+N from a 
limited number of samples is given by BOSER et aL [4.261-
In the case of testing digital audio equipment for unexpected errors 
the use of limited blocks of samples results in insufficient testing. 
This is exemplified by the output of the one-bit coder which is 
presented in chapter 3 where a high level in the input of the coder 
gives rise to audible clicks in the output signal that are caused by 
the activity of the limiter. The frequency of occurrence of these clicks 
depends on the input signal level and may be low so the clicks will 
rarely appear in the blocks of samples that are used for the 
calculation of FFTs. Moreover when a click is encountered there is a 
fair chance that the resulting spectrum is excluded from the test 
results because of its resemblance to interference from the mains. 
Hence. in the case of testing for unexpected errors like artifacts and 
intermittent events real-time testing should be applied. Real-time 
testing is performed by the digital distortion analyser which 

5 For the FFT see text books like (4.13] pp.357 ff. or [4.14] pp.172 ff. 
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separates the errors and artifacts from the test sine-wave. The mas· 

king effect of the test signal is removed and the occurrence of 

unexpected errors can be investigated by means of an oscilloscope 

or a conventional spectrum analyser. The THD + N can also be 

monitored with a loudspeaker and amplified to a level which is 

suitable for listening. In that case the masking effects like the 

background noise of the listening room are eliminated (see e.g. 
FIELDER [4.27]) and artifacts and distortion are easily perceived. 

The signal processing which is implemented in the constructed 

distortion analyser is designed in order to cope with the limitations 

given by the hardware. The tuning mechanism has been found by the 

author of this thesis and exploits the properties of the second-order 

section. The phase shifter consists of a second-order section which is 

adjusted to a phase shift of -rr/2 by controlling the coefficient d 1 with 

the aid of a feedback loop (see figure 4.15). The value of d1 which 

results from the adjustment is proportional to cos(8c ) and can be 

used directly for the coefficient of the notch filter which controls the 

frequency of the notch. In this wayan uncomplicated control 

mechanism is obtained that requires a minimum of processing power. 

The application of an adaptive noise canceller with the LMS al­

gorithm by WIDROW et al. [4,28] leads to a more complicated design. 

A disadvantage of the presented method is the presence of a 

spectral component at 28c in the input Of the loop filter which 

cannot be filtered out easily for low values of 8 c' The appearance of 
a component at 28c in the Input of the loop filter is inherent to the 

presented method of frequency detection and a fundamental solution 

to the problem requires a control loop whose input is derived from 

the output of the notch filter. Such a control is given by TURLEY [4.11 J 
who recently developed an improved version of the distortion 

analyser which is implemented in two Motorola 56001 general 
purpose signal processors (see [4.291). 

The requirements on the digital distortion analyser concern the 

filtering, the useful range of the test frequency and the accuracy. 

As the residue of the test sine-wave is included in the measurement 

of the THD + N the attenuation of the test sine-wave must be larger 

than the ratio of the signal to the THD + N. In order to obtain 
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an accuracy of 0.1 dB the residue of the test sine-wave must be 
smaller than -16.3 dB relative to the THD + N. In 16-bit digital audio 
with f oS '" 44.1 kHz the quantising noise is -98.5 dB relative to a 
maximum amplitude sine-wave so in order to obtain an accuracy of 
0.1 dB the test sine-wave should be attenuated by at least 114.8 dB. 
The measured values (see figure 4.23) show that the realised 
distortion analyser satisfies this requirement. 
The useful range of the test frequency is 0.5-20 kHz in the "wide" 
mode and 2.0-20 kHz in the "narrow" mode. Unless the specifications 
of a given converter have to be verified at a test frequency below 
500 Hz this range is sufficient for testing audio AID conversion 
systems and signal processing. In general the distortion of the 
analogue circuitry which is used in audio AID conversion increases 
with frequency so a more severe test is obtained when using a higher 
test frequency. The preferred test frequency for testing D! A 
converters is 6 kHz as it is the highest frequency for which the third 
harmonic of the test tone is within the audio band. When testing AID 
converters the situation is slightly different because the SjH and AID 
operate at the audio sample frequency, and the distortion which is 
generated by the SjH is folded down into the audio band. In this 
case the test frequency that results in the largest distortion may be 
the uppermost audio frequency. Conversion systems including a 
noise-shaping coder (like a sigma·delta modulator) should be tested 
with a frequency like 3 or 4 kHz as at this frequency the notch occurs 
in the part of the spectrum with low noise density. 
By using the distortion analyser in the laboratory it became apparent 
that the pull-in time was unacceptably long. For reasOnS of hardware 
limitations there was no room in the processor for an automatic 
control and the problem has been solved by the implementation of a 
"search" mode that can be switched on and off by hand. Another 
point was the behaviour of the distortion analyser in the case of a 
low-level test sine-wave at the input for which a "low input" mode has 
been added. After making these improvements the constructed 
distortion analyser proved to be a useful measuring instrument in the 
Philips Research laboratories. At the time of writing it has operated 
satisfactorily for over 8 years. 
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5 Dynamic range compression 

5.1 Dynamic range in audio 

One of the reasons for the requirement of a large range between the 
noise floor and the maximum signal level in audio recording or 
processing orIginates in the dynamic range of the audio signal itself. 
The dynamic range of an audio signal is the difference in level 
between the hard and the weak passages of the programme. 
The point is that the noise generated by the recording medium or 
signal processing must be low with respect to the weak passages in 
order to maintain a sufficiently large signal-to-noise ratio. 

sound level t 
(dB) 

100 

50 

o symphony orchestra 

Fig. 5. 1. Indication of sound pressure levels of concert music. 

The ultimate source for most audio recordings is the musical perfor­
mance and usually the weakest passage of such a performance is 
well above the noise floor which is given by the (acoustic) noIse 
present in the room (see figure 5.1). The uppermost level depends on 
the kind of music and is determined by discomfort, pain Or hearing 
damage (see text books such as ZWICKER and FASTL [5.1] or [5.21). 
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The level of chamber music ranges up to about 80 dB $PL whereas a 

large symphony orchestra may produce a sound pressure level which 

is larger than 100 dB from the listeners point 1,2 (see e.g. WEBERS 

[5.6] p.653 or [5.21 p.14-8). When the performance is recorded the 

balance engineer adjusts the level of the recording relative to the so 
called line level. Depending on the recording medium3 the line level 

Fig. 5. 2. Indication of signal levels in digital audio records. 

is several dB below the highest useful signal level which gives some 

headroom for hard passages (figure 5,2). In digital audio overload 

results in hard clipping of the signal. The line level therefore is 15"20 
dB below the level of digital overload (see also KRAUSE and PETERSEN 

[5,8]). During recording the balance engineer intervenes in order to 

decrease the level of hard passages and to increase the level of the 

weak parts of the programme. The implemented reduction depends 

on the purpose of the recording and the noise floor of the recording 

medium. The difference in level of the hard and weak passages of a 

recording for broadcasting in the Netherlands is reduced to less than 

26 d84 whereas the dynamic range of a compact disc is reduced to 
at most 30-40 dB. On compact disc this results in a signal level of 

1 SPL (sound pressure level) is the sound level telative to 20 ItPa [5.3]. This 

corresponds to the standard value of the threshold of hearing at .2 kHz [5.4]. 

2 The musicians of the orchestra are exposed to higher levels [5,5], 

3 The dynamic range of analogue disc and tape is discussed in [5.7]. 

4 Value given by engineers of the NOB (Nederlandse Omroe-p Bedrljven, Hilversum). 
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the weak passages at e.g. 50 dB above the dither that should be 
used in digital audio recordings (see VANDEAKQQY and lipSHITZ [5.9]). 
From the domestic listener's position a dynamic range of 30-40 dB is 
appropriate for listening in a not-too-small living room in a one-family 
house (see figure 5.3). In an apartment room a dynamic range of 
30-40 dB causes inconvenience as a sound pressure level of more 
than 75 dB may result in a conflict with neighbours while the 
background noise in an apartment room is 45-50 dB SPL. Accepting 

t 100 

sound level 
(dB) 

50 I 
I car 

apartment room 

o house living room 

F;g.5.3. Sound level in the listening situation (estimated SPL values). 

a signal-to-noise ratio of 5 -1 0 dB in the weak passages results in a 
useful listening range of 55 to 75 dB SPL. In a moving car the useful 
range is determined by the small margin between the noise of the car 
and the level of inconvenience (see KITZEN et al. [5.10]). Hence, when 
the recording has a dynamic range which Is larger than 30 dB, the 
listening circumstances mentioned above force the listener to 
frequently adjust of the sound level. In this case dynamic range 
compreSsion is useful in order to allow the weak passages to be 
perceived while decreasing the level during a fortissimo. 
The compression is realised by means of a signal·dependent gain 
control that reduces the level during hard passages and enhances 
the weak parts of the programme. The generation of the control 
signal involves several time constants and the operation of a dynamic 
range compressor is usually described In terms of the attack time, 
the release time and the compression ratio (see e.g. BLESSEA and 
KENT [5.11], BLESSER [5.12]). 
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Fig. 5.4. Attack effect of the dynamic range compressor. 

The attack effect determines the response of the compressor as a 

function of time r to a step in the input signal level (see figure 5.4). 

The waveform of the gain control signal during an attack is relevant 

for the sound quality. A time constant of 10·50 ms is therefore imp­

lemented. The time constant retards the response of the compressor 

so that the waveform during the first part of the onset of the signal is 

signal audio T I 

audio T 
signal 

~
. in 

II 

's s 'i7V\i\\\\ I Ie; I I I I Ie; I II \ I I !~ t 
\O~ \ \ ----- -- \ \ \ (S . \ \ \ ( \ \ \ \ ' :;: t .... 
'\ 
\ 
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Fig. 5.5. Release effect. 

preserved. The resulting overshoot in the output is acceptable in 

audio as headroom is supposed to be available. In the drawing of 
figure 5.4 a delay in the signal path as well as a retardation of the 

response of the compressor are assumed. 

The release effect relates to the recovery of the gain of the com­

pressor after a hard passage (see figure 5.5). In dynamic range 
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dB-4 

Fig. 5.6. Static input-to-output transfer of a dynamic range 

compressor. 

compression for audio the release time is an order of magnitude 
larger than the attack time which leads to a more steady gain control 
of the compressor. 
The amount of compression is given by the signal level in the output 
of the compressor as a function of the level In the input (see figure 
5.6) and normally the specified compression applies for the static 
behaviour of the compressor. The signal levels are expressed in dB 
and the compression ratio R is defined as the ratio between the 
relative increment of the input and output signal. Hence the 
compression ratio is the inverse of the derivative of the static transfer 
characteristic. In the example shown in figure 5.6 the compression 
ratio ranges from one for small input signals which are not affected 
by the compressor up to infinity for large signal levels for which the 
output level is independent of the level in the input. 
The attack effect, the release effect and the static compression curve 
are implemented in the gain control which reacts on the input or the 
output of the compressor (see figure 5.7). In conventional (analogue) 
compressors the gain control signal is derived from the output of the 
compressor which results in a feedback system. The gain in the 
feedback loop depends on the level of the audio signal and first­
order filtering of the control signal is implemented. However for 
reasons of distortion higher-order filtering is preferred. Second, the 
feedback loop gives rise to a compression curve which is similar to 
that in figure 5.6. In order to overcome these restrictions the dynamic 
range compressor which is presented in the next sections applies a 
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Fig. 5.7. Feed forward (left) and feedback control (right). The delay 

is optional. 

feed forward control which is facilitated by the use of digital 

signal processing. 
The signal processing which is implemented in the dynamic range 

compressor relates closely to the effects on the audio signal. Thus in 

section 5.2 the explanation follows the order of the signal flow. 

The parameter values as well as the listening tests which were repor­

ted by WAGENAARS et al. (see [5.131) are discussed in section 5.3. 

5.2 Signal processing of the compressor 

The block diagram of the signal processing of the presented 

compressor is gillen in figure 5.8. The offset which may be present in 

the left-hand or right-hand channel is filtered and after having passed 

a delay the two signals are multiplied with the gain control signal g. 

The control signal is generated by the control loop whose inputs are 

the left-hand and right-hand audio signals which are present in the 

output of the offset filter. The first operation in the control loop is the 

detection of the input signal I eve 1. The detection is performed by a 

modulus operation on the left-hand and right-hand signals without 

any filtering. The sum of the two rectified signals is delivered to the 

release-effect stage which controls the recovery of the control signal 

after a decrease in the level of the input of the compressor without 
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the introduction of a delay during attack. The output of the release 
stage is forwarded to the compression characteristic generator. This 
stage calculates the vatue of the control signal g that corresponds to 
the input without introducing a significant delay. At the end of the 
loop the gain control signal is low-pass filtered by the toop fitter. 
The step response of the loop filter determines the attack effect of 
the compressor. 

volume detector 

left 

delays 

release 
effect 

compression 
characteristic loop filter 

Fig.5.8. Block diagram of the dynamic range compressor. 
The loop filter introduces a delay T f . 

9 

The order of the stages in the control loop relates to the various 
operations on the control signal. The first operation is the volume 
detection whose filtering is implemented in the release-effect stage. 
The release effect stage operates on the control signal before it has 
passed through the nonlinear mapping of the compression curve. 
The loop filter is located in the output of the control loop as this 
results in an effective filtering of the distortion caused by the non­
linear transfer of the compression characteristic generator. 
The offset filter in the input of the compressor (see figure 5.8) is 
present for two reasons. First, the volume detection is disturbed by 
(digital) offset in the input of the compressor. The offset may be 
several percent of the maximal digital value which is more than the 
amplitude of weak audio signals. Second, the multiplication of the 
offset with the fluctuating control signal g gives rise to artifacts 
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out 

Fig. 5.9. Offset filter of the dynamic range compressor. 

whose sound resembles a passing underground train. The first-order 

filter (see figure 5.9) behaves like a DC-blocking capacitor in 

analogue electronics and is realised by means of a zero at z = 1 and a 
pole at z=O.99786, Within the filter the zerO precedes the pole. The 

"3 dB frequency is 15 Hz when f $ = 44. 1 kHz and the coefficients 

result in a transfer of one at half the sampling frequency. 

left I . I 

out 
right 

I . I 

Fig. 5. 10. Stereo input level detector of the compressor. 

The input level detector (see figure 5.10) makes use of a modulus 
operation which corresponds to double-sided rectification of the 
digital signal. The peak value of the series of rectified samples 
(b, figure 5.11) due to the effect of sampling is not precisely equal to 

the (peak) amplitude of the analogue signal Ac which corresponds to 
the samples. In the case of the input level detection of the dynamic 

range compressor nO problems arise from this difference. The peak 

value of the sum of the rectified left-hand and right-hand signals 

proved to be a suitable measure for the volume of the stereo signal 
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Fig. 5. 11. Output of the modulus operator and the analogue 
wave-form. 

in the input of the compressor. Application of the sum of the powers 
of the left-hand and right-hand signals does not take into account the 
correlation between the two whereas using the power of the sum of 
the two signals leads to problems when the two signals are in 
opposite phase. 
The release effect stage detects the peak value of the rectified 
samples as in a conventional analogue top-detector. The implemen­
ted time constant is large with respect to the periodicity in the audio 

in out 

Fig. 5. 12. First-order peak-hold circuit. 

signal. The first-order peak-hold circuit consists of a delay with the 
sample time Ts ' a coefficient cp and a controlled switch (s, figure 
5.12). The resulting release time is obtained from cp and the switch is 
controlled such that the largest of the two possible input values is 
output. By doing this, an increasing signal in the input is followed 
immediately by the output without any delay and a decreasing input 
signal results in an output sequence y(k) which obeys 
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y(k) = x(O)c p k (5.1 ) 

in which x(D) is the last input sample for which the output followed 

the input and k is a not negative integer. Equation 5.1 corresponds to 

the function in time 

y ( r) -' x ( a ) e t /1'p (5.2) 

in which the time constant 'f p of the peak-hold section is given by 

(5.3) 

From equation 5.2 it follows that the first-order peak-hold effect 

leads to a decay which follows a linear ramp when plotted on a dB 

scale (see figure 5.13). The finite slope of the decay just after a 

downward step in the input of the peak"hold circuit results in a ripple 

1.0 

t 
0.5 

0-

o t ...... 0.5 s 

o 
dBl 

-50 

-100 

Fig. 5. 73. Response of the first-order peak-hold circuit, 'fp= 700 ms. 

that follows the periodicity of the audio signal. For this reason a 

decay function is preferred that resembles a hold effect at the start 

and whose slope increases with time. Such a decay is obtained from 

a higher-order peak-hold effect. In the presented compressor a third­

order peak-hold circuit (see figure 5.14) is implemented. It consists 
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in 

Fig. 5. 14. Third-order peak-hold circuit. 

of a cascade of three identical first-order sections which are coupled 
by means of coefficients having a value 1-Cp' The switches (s, figure 
5.14) are controlled such that each delay element is always loaded 
with the largest of the two available inputs. The down-step response 
of the third-order peak-hold circuit (see figure 5.15) shows a smooth 
start of the decay. This is due to the fact that just after the down­
going step in the input the loss in the content of the last integrator is 
supplemented by the transfer from the previous section etc. At t = 'C P 

the output of the third-order peak-hold circuit is 95% of the initial 
value. It was calculated that the output is decreased to 1 Ie of the 
initial value at 3.25 'Cp' Hence, when the tirne constant 'Cp is com­
pared to the release time constant 'fr of a compressor having a first­
order release effect, the value of 'fp should be multiplied by 3.25. 

1.0 

i 

0.5 

o 

output (lin.) 

input 

0.5 s t-

a 

dBl 
- -25 

.... -50 

Fig. 5. 15. Response of the third-order peak-hold circuit, in each 
section 'tp = 100 ms. 
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When referring to the release time Tr of the third-order peak-hold 

effect, the value Tr = 3.25Tp will be used throughout this chapter. 

The compression characteristic generator calculates (almost) instan­

taneously the value of the control signal 9 which corresponds to the 

input of this stage and the generated curve realises the static input­

to-output transfer characteristic of the compressor. The compression 

is expressed in terms of the compression ratio R which is the inverse 

of the derivative of the output power Po as a function of the input Pi 
when Po and Pi are expressed in dB (see figure 5.6), so 

(5.4) 

in which Po and R are functions of Pi and Pr is the reference level. 

In the compressor R is made independent of Pi at the active input 

range (see figure 5.16) and the reference level is made equal to the 

line level. Hence the compressor does not influence the signal level if 

Pi is equal to the line level which choice is convenient in digital 

audio. It holds for the implemented static compression curve that 

(5.5) 

Compression is obtained when R-;:. 1, R-,;: 1 does not affect the signal 

and RF(O,1) gives rise to expansion. The gain control variable 9 

relates Po and Pi according to 

(5.6) 

and application of equation 5.5 results in 

(5.7) 

The value of J(P;lPr) is replaced in the compressor by the output of 

the release stage and the value of g is proportional to the output 

of the release stage when raised to the power -1 + , IR. 
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dBt 
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...... R-2 

15 dB --+ 
Input 

Fig, 5, 16, Implemented compression characteristics, Clipping occurs 

at + 15 dB, values are relative to line level. 

The compression curves aim at a compression ratio which is indepen­

dent of the input level for the entire range for which the compressor 

is active. The resulting values of 9 are plotted in figure 5,17, 
The active range extends over 40 dB and for the implementation it is 

important that the relative accuracy of g is sufficiently great. 

R==- 00 
... gj 

10 

5 

2 input 
amplitude 

5 -

Fig. 5. 17. Gain control signal g as a function of the compressor input. 
Input is relative to line level. 
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Irregularities in the compression curve lead to audible amplitude 

fluctuations, as e.g. in the case of an organ tone that fades away. 

Direct implementation of polynomial approximations of equation 5.7 

failed, and a compression curve generator which surpasses these 
irregularities and which is suitable for implementation in a signal 
processor was found in the application of the feedback loop shown 

in figure 5.18 (see [5.14]). In the compression curve generator a is 

..-_ integrator 

c 

Fig. 5. 18. Implemented compression curve generator. 

the input, C the output, b the output of the integrator and d the 

reference with a, b, C, d E[O,l] and the exponents k and mare 

positive integers. The output b of the integrator is raised to the 

power k and multiplied with the input a. The resulting product is 

subtracted from the reference d such that the input of the integrator 
is zero if 

(5.8) 

For the final state of the feedback loop it holds that 

(5.9) 

and the output c obeys 

c (5.10) 

194 



The value of d is such that bE"[O,' 1 when the input volume is within 
the active range of the compressor. The smallest value of b follows 
froms a = 1. and when the volume in the input of the compressor is 
below the active range, the output of the integrator is limited to b = 1. 
This results in c=' which corresponds to the largest value of the 
control signal g. The range of g extends to values larger than one 
(see figure 5.17), and a scale factor is applied. The factor is 
implemented in the multiplication of g and the audio signal in the 
output of the compressor. 

k m R 

1 1 00 

2 1 2 
3 1 3/2 
3 2 3 

4 1 4/3 
4 3 4 

Fig. 5. 79. Compression ratio R for severa.l va.lues of k and m. 

The time which is required by the feedback loop of the compression­
curve generator in order to adjust itself to the correct output value is 
a couple of milliseconds and depends on the value of b. This is 
caused by the multiplication in the input of the loop. The smallest 
settling time occurs in the case of an onset of the input signal when 
the output of the release stage increases sharply and the initial value 
of b is large. The decrement of a is controlled by the time constant of 
the release stage and is tracked by the loop of the compression­
curve generator. Application of the loop for the generation of g gives 

5 In the implemented compressor the maximum value of a, band c is restricted by 
the hardware to 1_2.23

. As far as the algorithm is concerned a, band c are allowed 

to be equal to 1. 
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·mll<.:;: ·-1+1IR (5.11 ) 

Useful values of k and m and the corresponding values of R are listed 

in the table in figure 5.19. A method for the generation of an arbitrary 

value of R which makes use of a feedback loop is given by KITZEN 

et al. in [5.10J. 

The output of the compression-curve generator passes through the 

low-pass loop filter (figure 5.8) before it is multiplied with the left­

hand and right-hand audio signals. One of the two functions of this 

filter is the limitation of the bandwidth of the gain control signal g. 

The other function is the generation of an appropriate waveform of 

the gain control signal during an attack of the compressor. When the 

input volume of the compressor increases, the increment in the 

output of the volume detector is transferred by the release stage and 

the compression curve generator (figure 5.8) without significant 

ove~hoot 

............... ,: ..... "' .. _--
o~----~--..... ~ ..... -------

t --+ 

Fig. 5. 20. Effect of overshoot of the loop Niter. 

delay. The form of the gain control signal 9 as a function of time is 

determined by the step response of the low-pass filter. In the filter 

design the overshoot of the step response is a point of attention. 

The filter acts on the gain control signal g which performs a 

downward step in the case of an attack, and the effect of overshoot 

is given by the ratio of the overshoot and the final value of g (see 

figure 5.20). The final value of 9 is (worst case) several percent of its 

initial value, and in a practical design the overshoot has to be less 

than, say, 0.05%. The designed filter (see figure 5.21) is based on a 

delay which is realised by a Bessel (Thomson) filter. From a fourth­

order Bessel filter sufficient bandwidth limitation is obtained whereas 
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Fig. 5. 21. S;gnal flow diagram of the ;mplemented loop filter. 

the overshoot of 0.83% (see e.g. I5.1 51 p. 506) is unacceptably large. 

A solution has been found in the implementation of a transitional 

Butterworth Thomson (TBT) filter (see PELESS and MURAKAMI I5.16} or 

[5.15]). The TBT filters are a"-pole filters whose pole locations are 

coefficient Tf'''35 ms Tf =55 ms Tf =70 ms 

ao 0.13082295410-5 0.56614281410-6 0.32651688010,6 

a1 0.26164590910"5 0.113228563 10-5 0.65303375910-6 

a2 0.13082295410-5 0.56614281410-6 0.32651688010"6 

b 1 '.996765495 1.997872801 1 .998384739 

b2 -0.9967707276 -0.9978750657 ·0.9983860454 

a3 0.946456262 10-6 0.40962055210-6 0.236254881 10-6 

a4 0.18929125210-5 0.81924110310"6 0.472509761 10-6 

8.5 0.94645626210"6 0.40962055210-6 0.236254881 10-6 

b4 1.996228151 1.997518662 1.998115565 

b5 -0.9962319364 -0.9975203006 "0.9981165096 

Fig. 5. 22. Coefficient values of the loop filter. The given values are 
used in the subjective rests of section 5.3. 
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derived by geometrical interpolation between the locations of the 

corresponding poles of a Butterworth and a Bessel (Thomson) filter 

of equal order6. The interpolation parameter7 is mtf:Jt, obeying 

m tbt = a in the case of a Butterworth filter and m tbt = 1 in the case of a 

Bessel (Thomson) filter. The overshoot of these filters decreases with 

1.0 
t 0.8 

0.6 

0.4 

0.2 

0 

0 20 40 60 80 100 ms 

Fig. 5. 23. Step response of the loop filter, T f "'- 3 5 ms. 

o 

-25 

-50 

frequency -I' 

10Hz 100Hz 

Fig.5.24. Frequency characteristic of the loop filter, T t = 35 ms. 

increasing mtf:Jt and extrapolation to m tbt > 1 results in filters having 

an overshoot which is less than the overshoot of the corresponding 

Bessel filter. The TBT filters that are implemented in the compressor 

have mtbt =';2 which gives an overshoot of the step response of less 

than 0.03%. The coefficient values of the filter for the three values of 

the loop filter delay T f which are used in the listening tests are given 

6 In the digital implementation 2:eros are present at 8=1(. 

7 Following [5.16]. in most published work the parameter is called m. 
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in figure 5.22. Figures 5.23 and 5.24 show the step response and the 
frequency transfer of the loop filter when T, == 35 ms. 
The delay Td in the audio path (figure 5.8) is present for the campen· 
sation of the delay of the loop filter. Implementation of Td""T f results 
In zero attack time and the delay allows negative attack times when 
'Cd>T,. However, a compressor that reacts on the future signal proved 
to give an unnatural sound and the delay in the audio path has to be 
smaller than the delay of the loop filter. 

5.3 Parameter values and subjective tests 

The performance of the compressor depends on the implemented 
attack time, release time and compression characteristic. A useful 
starting point for the subjective tests was found in the compressor 
settings which apply in audio studios. As a result of the feed forward 
control the effect of the time constants in the realised compressor is 
not equal to the effect of the time constants in a conventional 
compressor with a feedback loop. Nevertheless the values which are 
attached to the release and attack time are comparable to the values 
which are commonly used in conventional analogue compressors. 
The attack effect of the presented compressor is derived from the 
loop filter whose delay Tf is partly compensated by the delay Td in 
the audio path. For this reaSOn the attack time 'fa is defined by 

(5.12) 

Thus at Ta after the onset of the signal in the output of the 
compressor the gain control signal is mid-way between Its initial and 
final value (see figure 5.25). The decrement of the gain starts before 
the onset of the signal is present in the output of the compressor. 
This is caused by the partial compensation for the delay of the loop 
filter and gives rise to a compressor which reacts slightly before the 
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Fig.5.25. Attack of the realised feed-forward compressor. 

signal arrives, During the first listening session at the recording 

studios of Polygram-8aarn (8aarn, The Netherlands), 'fa'" 0 and 'd=:51 

ms were implemented and this anticipating effect of the compressor 

was audible, This artifact was not appreciated and was removed by 

implementing positive attack times. Using the values of 'fd and " 

which were used in the subjective tests no anticipating effect 

was reported. 

Another point is the introduction of an additional degree of freedom 

(see figure 5.26). With a prescribed value of 'a the value of 'd deter­
mines the delay 'f of the filter. The rise time of the filter is 

proportional to 'f, sO the decrement of the gain control signal per 

unit time is influenced by the value of 'd' Together with increasing 'fd 

the pass band of the filter decreases and the low-pass filtering of the 

gain control signal improves. In order to find some suitable value for 

the delay in the audio path 'fd"" 0, 25 and 50 ms were tried when 

applying attack times of 10-45 ms, release times of 0,20-3,25 sand 

compression ratios 1,5, 2 and 3, Listening to the compressed audio 

proved that 'fd== 25 ms gives the best sound quality, and since then a 

delay of 25 ms has been adopted for all listening experiments and 

subjective tests, 
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a 

Fig,5.26. Attack time of the loop filter, (a) large and (b) small/oop 

filter delay. 

Objective experimental results were derived from the subjective tests 
which were performed by V.LIESHOUT, WAGENAARS and HOUTSMA of the 
IPO (Institute for Perception Research, Eindhoven, the Netherlands) 
[5.13]. In the subjective tests the values for the attack time were 10, 
30 and 45 ms, the release time was 0.20, 0.82 or 3.25 s and the 
applied compression ratios were 1, 1.5 and 3. The value R = 1 gives 
no compression, R= 1.5 gives moderate compression with a reduction 
of the dynamic range by 1/3, and R = 3 results in severe compression 
(40 dB in to 13 dB out). The value R = 2 was not applied in the 
subjective tests. The three values for each of the attack time, release 
time and compression ratio produce 27 settings of the compressor. 
As for R = 1 (neutral), attack and release time have no meaning, 9 of 
the 27 settings have an identical result which reveals 19 different 
useful points in the three-dimensional space which is defined by the 
attack time, release time and compression ratio. 
The differences in the compressed sound on the subjective side can 
be placed in a perceptual space. The first experiment aims to find the 
number of (orthogonal) dimensions of that space which is required to 
explain the differences in the compressed sound as they are reported 
by the listeners. The experiment is based on triadic comparisons (see 
LEVELT, VAN DER GEER, and PLOMP [5.17]). During the test the subject 
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had to judge which two pairs of the three presented fragments of 
compressed music were most and least similar, The material of the 
fragments was a digital recording of the first ten seconds of the 
Colas Breugnon overture by Kabalevsky (CD 810 027-2, track 14). 
A block of 117 triads was presented to each of the 7 participants and 
the three fragments of a triad could be repeated as many times as 
desired. The test was held in a well-equipped listening rOom and a 
session took about two and a half hours. The author of this thesis 
also participated in this test and when he happens to hear the Colas 
Breugnon overture of Kabalevsky he remembers a compressed 
version of the test. 
From the evaluation of the measured data a perceptual space was 
found with 3 dimensions. WAGENAARS et al. write the following about 
the relationships of the compression ratio, the attack and release 
time to the perceptual dimensions: "--.a definite relationship berween 
degree of compression ( . .) and perceptual dimensIon 1 can be 
seen. The attack time (o.') shows a relationship wirh dimension 2, but 
only for seVere compression." (see [5.13], p, 12). For the release time 
it was found that "The release time shows no obvious relationship 
with any of the perceptual dimensions," (ibid), Hence, the 
compression ratio and to some lesser extent the attack time are 
related to two perceptual dimensions. Such a relationship was not 
found for the release time in this experiment which took place in a 
si lent room. 
The second and third experiment concern the perceived sound 
quality of the compressed signal. The first aim of these experiments 
was to investigate if a compressor really improves the quality of the 
perceived sound in the presence of background noise. The second 
aim was to discover if there are preferred settings of the compres­
sion parameters. In the second experiment the stimuli used were 
compressed versions of an original fragment of 10 seconds. Each 
stimulus was preceded by the uncompressed version which served as 
the reference point. The subjects were asked to rate the sound 
quality of the stimuli on an arbitrary scale on which the reference was 
set to 100. Each of the 18 stimuli was presented 3 times to 6 
subjects and the experiment was performed in a quiet studio as well 
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Fig.5.27. Sound quality of compressed music in silence according to 
/5. 73]. The vertical axis has an arbitrary scale. 
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Fig.5.28. Sound quality of compressed music with background noise 
according to /5. 13j, The vertical axis has an arbitrary scale. 

as in the presence of electrically generated speech noise that 
masked the weaker parts of the uncompressed signal. The ratings 
which were given by the participating subjects on an arbitrary scale 
were made uniform In two steps. The first step involved the subtrac­
tion of the mean value of each participant's ratings. In the second 
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step the resulting values are normalised such that the final ratings of 

each participant have a variance of 1 which results in a scale which 
fits the data of all participants. The results of the second experiment 

are given in figures 5.27 and 5.28 where the rating of the uncom­

pressed signal is indicated with R = 1 . 

The third experiment which is reported in [5.13] aims at the effect of 

compression in domestic listening. The test was held at the Philips 

Research Laboratories in the so called "living room" whose acoustics 

have been made as similar as possible to those of a domestic living 

room. The sound was reproduced by high-quality domestic stereo 

equipment. The conditions for the sound reproduction and settings of 
the compressor (see figure 5.29) include low sound level, normal 

(domestic) sound level and normal sound level in the presence of 
background noise. The noise was generated by a vacuum cleaner 
(Philips HR 0250) which masked the weak passages of the uncorn­

pressed music. The fragments used were: 

.the Minute Waltz, Chopin (2'21 "), piano, normal dynamic range, 

-Chanson Triste, Duparc (3'28"), voice and orchestra with strong 

dynamic changes, 

-a part of the 5th Brandenburg Concerto, J.S.Bach (1 '53"); in the 

fragment flute, violin and orchestra come to the fore, and 

-a part of Zapateado, Coryell (' '51"), solo guitar with large 

dynamic range. 

The 10 participating subjects were asked to judge if the presented 

fragments sounded natural and to write down their comments. 

The uncompressed signal was not given for comparison. The verbal 
comments were transformed into values on a 5-point scale. The 
results of the experiment are given in figure 5.30. On the left-hand 

side the spread of the different participants is indicated for each 

condition (averaging the ratings from the 4 fragments) and on the 

right-hand side the spread resulting from the material is given 

(averaged over the 10 sUbjects). From the comments it was found 

that the difference in rating between conditions 3 and 4 relates to the 

masking effect of the background noise during weak passages of the 

signal. The results of the third experiment confirmed that the 

application of a compressor is useful in the case of background 
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condWon volume 
compression background 

raNo noise 

1 low 3/2 off 
2 low 3 off 
3 normal 1 on 
4 normal 3 on 
5 normal 1 off 

6 normal 3/2 off 

7 normal 3 off 

Fig. 5.29. Conditions in the rest of domestic listening to compressed 
music after {5, 13J, Tr= 0.2 $, Ta= 10 ms. 
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Fig. 5. 30. Sound quality of compressed music in domestic listening 

on a 5-point scale after [5. 73J (conditions refer to F19· 5. 29). 

noise in a domestic listening situation, Without background noise the 
appreciation decreased with increasing compression, for normal as 
well as for low sound level. 
With respect to the realised compressor the three experiments sup­
port the optimisation of the implemented parameter values. For the 
case of listening with no background noise the first experiment 
proves that the amount of compression relates to one of the 
perceptual dimensions. The second experiment shows that the 
perceived sound quality decreases for increasing compression ratio 
(figure 5.27) which agrees with the results of the third experiment. 
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In the presence of background noise which masks the weak passages 
of the uncompressed signal the situation is different. From the 
second experiment it is found that in that case moderate com­
pression is preferred. In experiment 3 severe compression (R = 3, 

Ta= 10 ms, T y=O.20 s) obtained a higher rating than the original 
signal, which Is in accordance with the results of experiment 2 (figure 
5.28). For other values of the attack and release time, moderate 
compression (R .. 1 .5) resulted in better sound quality, so in the case 
of domestic listening in the presence of background noise R", 1 ,5 is 
the best value of the two which were used. 
The release time did not relate to any perceptual dimension in the 
case of listening in silence whereas in the presence of noise the 
results of the second experiment reveal a significant role for the 
release time. This is caused by the recovery of the gain in relation­
ship with the masking noise. When the release time is large 

(Tr= 3.25 s, figure 5.28) the gain of the compressor does not recover 
sufficiently fast so that the beginning of a weak passage remains 
inaudible. Afterwards the level increases, accentuating the effect of 
compression. When the release time is small, this is not perceived as 
the gain increases in time. From the second experiment it followed 
that 1",=0.20 S results in the highest perceived sound quality 
independent of compression ratio and attack time. 
With respect to the preferred value of the attack time, the first 
experiment revealed a relationship between the attack time and the 
second perceptual dimension in the case of a large compression 
ratio. If there is a large attack time as well as a large compression 
ratio, the attack becomes audible as a volume reduction after the 
onset of the sound. The slight maxima in the uppermost curves of 
figures 5,27 and 5.28 are considered to be insignificant for statistical 
reasons [5.13], so the preferred value for the attack time is 10 ms. 
The experiments do not indicate whether a smaller value of the 
attack or release time would result in an improvement or not. 
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5A Discussion of dynamic range compression 

Problems resulting from the large dynamic range of the (acoustical) 
audio signal are encountered in sound reproduction in the presence 
of noise as well as in audio recording where the ratio of the 
maximum signal-level to the idle-channel noise is restrictive for the 

sound quality [5.7J. In the field of audio engineering this resulted in a 
demand for noise reduction systems which reduce the dynamic range 
of the signal with the aid of compression and so enhance the weak 
signals with respect to the noise of the recording channel (see figure 
5.31). During play back the effect of compression is cancelled by 

1 
signal 
level 

channel 

ss 
~ 

expansion 
compression 

noisy room 

B 
~ ~ 

compression 

Fig. 5. 31. Dynamic range reduction for reasons of noise. 

means of an expander which acts as a noise suppressor as it 
decreases the level of the idle channel noise relative to the signal 
(see e.g. CARTER [5.18J, DUNCAN, ROSENBERG and HOFFMAN (5.19], 
BLESSER and IVES [5.20]). The noise in the output of the expander 
increases with increasing signal level and the overall effect may be 
compared to the effect of floating point truncation of digital audio 
(see e.g. FIELDER [5.21)). A sophisticated implementation in which the 
compression and expansion depends on the spectral content of the 
signal is the well-known Dolby system (see [5.22], [5.23]). The aim of 
such systems is to improve the dynamic range of an analogue 
recording or transmission channel, and the requirements on the 
implemented compression relate to the specific demands of the 

channel and the recovery of the uncompressed signal. The inter-
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mediate signal is not intended to be listened to and the ultimate 
criterion is that the noise reduction is perceived and the compression 

and expansion as such is not. 

The presented compressor was developed to match the dynamic 

range of an audio signal to a (noisy) listening room. In this case the 

compression Itself is the required audible effect and the appearance 

of noise which is modulated by the signal is a problem. The enhan· 

cement of weak signals implies the enhancement of the noises which 

is present in the input signal. The amplification of noise in the 

presented compressor may be more than 20 dB and when material 

from analogue recordings is compressed the nOIse modulation 
becomes apparent. In the case of digital recordings the noise in 
the input of the compressor proved to be sufficiently low to 
prevent audible noise modulation and it was not reported from the 

listening tests, 

The criterion for the performance of the compressor is the perceived 

sound quality, Oscilloscope pictures of the output signal of the 

compressor or plots of the gain control signal could not be related to 

the presence of audible artifacts or the sound quality so the signal 

had to be judged by listening tests. In an early stage of the research 

several listening sessions were held at the classical recording 

department of Polygram-Baam. The audible effects which are 
introduced by a conventional (analogue) compressor were demon­

strated, and with the aid of these demonstrations the effects of the 
values of the attack time, release time and compression ratio of a 

conventional compressor were explained. During these sessions 

many artifacts that were generated by the first version of the 

compressor were uncovered. The desire for compression without 

artifacts resulted in the improved versions of the release stage and 

the compression curve generator which were applied in the presen­

ted compressor. When most of the artifacts had been eliminated and 

useful parameter values for the attack and release effect had been 

found the quality of the compressed sound was such that listening 

tests could be done. The subjective tests were performed by VAN 

8 This effect is al$o called "noise pumping". 
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LlESHOUT, CARDOZO, WAGENAAAS and HOUTSMA of the IPO. The tests 
revealed objective experimental data that relate the sound quality to 
the amount of compression and the attack and release time. 
The compression algorithm itself was designed in order to minimise 
the distortion and the feedback loop of the conventional compressor 
has been replaced by a feed forward control. Feed forward control is 
also proposed in independent work by McNALLY [5.24J, [5.25] who 
implemented a first-order loop filter and thus did not exploit the feed 
forward control for reducing the distortion. The distortion is caused 
by the multiplication of the gain control with the audio signal and 
can be perceived if the resulting spectral components are not 
masked by the signal (see e.g. ZWICKER and ZWICKER [5.26J or [5.1 D. 
For this reason effective band limitation of the gain control signal 
gives rise to the perception of good spectral purity in the output of 
the compressor. The realised compressor includes fourth-order 
filtering of the control signal which gives more than 40 dB atten­
uation above 46 Hz. 
The attack time, static compression curve and release time result 
from the loop filter, the compression curve generator and the release 
stage respectively (figure 5.8). These three units operate independent 
of each other, giving a very flexible compressor whose parameters 
can be controlled separately. Modified versions of the compressor 
including frequency-dependent compression have been applied in 
research to hearing aids (see DE JAGER, [5.27]). 
The attack effect of the compressor is controlled by the step 
response of the loop filter whose delay is partly compensated by the 
delay of 25 ms in the audio path ('l'd' figure 5.8). In the listening tests 
the attack time was given the value 10, 30 or 45 ms and it was found 
that the best sound quality resulted from 'l' a = 1 0 ms, a value whIch is 
much smaller than the duration of the onset of many orchestral 
instruments (see LUGE and ClARK [5.28]). When this value is 
compared with the attack times used in conventional feedback 
compressors it should be noted that in the presented compressor the 
gain control signal changes according to the rise time of the loop 
filter. If f<1=10 ms the rise time of the filter is 41 ms and the gain 
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control signal changes more smoothly during an attack of the comp­

ressOr than an attack time of 10 ms might suggest 

With respect to the static compression curve any function may be 

implemented in the compression-curve generator. The choice was 

made for a constant compression ratio over the entire active region 

of the compressor. This is different from the compression curve 

which results trom the feedback loop of a conventional compressor 
whose compression ratio increases with increasing input level (see 

figure 5.32). The listening tests revealed that the compression ratio 

out i dB 
...... /R'" 00 . /" 

in 
-+ 

... < imJPlemented 
" A';.. 1 

active region 

Fig. 5. 32.1mplemented versus conventional compression curve. 

can be easily perceived and that the highest sound quality is 

obtained trom the lowest value of R applicable in the listening 
situation. The desired compression ratio depends on the specific 

listening situation in which the weak passages of the programme 

should be perceived despite the masking background noise. The best 

judgements in the tests were reported from R = 1.5 whereas R = 3 

gave a small improvement with respect to nO compression it 

ra = 10 ms. '/;",=0.2 s. These two values of R result in the reduction of 

the dynamic range from 40 to 27 and 40 to 13 dB respectively which 

is large when compared to the reduction of a couple of dB realised 
wIth a conventional compressor in the studio. 

A consequence of the constant compression ratio is that equal inter­

vals in the input level of the compressor are mapped to equal 

intervals in the output. The intervals in the output are 1jR times 
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smaller than the intervals in the input so that the reverberation time 
whiCh is perceived in the output of the compressor is R times as 
large as the reverberation time that is perceived in the uncompressed 
signal. Irregularities in the compression characteristic are audible in 
the case of a signal whose decay is similar to the (large) rever­
beration in a church or hall. The implemented compression charac­
teristic generator (figure 5.18) was designed in order to cope with 
these irregularities with minimal computational effort. 

1 1 true hold 

response 

o 

o time-
F;g.5.33. Implemented third-order release effect and two 

alternatives. 

The response Of the implemented third-order release effect is in 
between the response of a true hold effect and a first order peak­
hold circuit (see figure 5.33). In the first version of the compressor a 
first-order release effect was implemented. A compromise was 
necessary as the recovery of the gain of the compressor must be 
sufficiently fast in the case of a weak passage but the compressor 
should not react to any note in the music. The third-order peak-hold 
effect combined the two requirements without Introducing the 
transients In the control signal which result from a true hold effect. 
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6 Digital hardware 

6.1 Laboratory hardware set-up 

The sample-rate converter, noise shaper, AID tester and dynamic 
range converter hardware implementations which were described in 
chapters 2-5, all share the same modular set-up, The hardware set-up 
facilitated easier realisation of each apparatus as the same type of 
module was used over and over again, In the first section of this 
chapter on digital hardware the modular set-up is discussed. 
The hardware realisations of the apparatuses mentioned in the 
preceding chapters are considered in section 6.2. 
The laboratory hardware set-up was developed during the course of 
research into digital audio at the Philips Research Laboratories. 
In the beginning of the eighties the research programme included 
several items for which real-time digital audio processing was 
required. At that time suitable digital signal processors were not 
available so in-house hardware was realised from commercially 
available TTL and TTL compatible components. The choice was made 
for a set-up with a limited number of different modules. The modules 
were PROM-programmable which made the set-ups sufficiently 
flexible while the design effort was minimised. 
The hardware consists of circuit boards which are mounted in a rack 
which is placed in a cabinet. The rack contains the power supplies 
(5 V for TTL, :t 15 V for analogue circuitry) and wiring for the 
connections of the boards. The rack can take single- and double­
extended EURO boards which are mounted in slots and fitted to the 
rack with 96-pin EURO connectors. The pitch of the boards in the 
rack is 30 mm and a fan for cooling is optional. The pinning Of the 
connectors is standardised and the boards of an apparatus may be 
mounted in an arbitrary order in the slots of the rack. Communication 
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bus 
control 
clock 
pulses 

fs strobe processing boards 

Fig. 6. 1. Data paths within the modular hardware set-up, 

between the boards (see figure 6.1) is made as a 32-bit parallel bus 

which is controlled by the timing board. The timing board also 
supplies the hardware clock pulses and is an essential part of each 

rack, The system Is designed for the execution of a program within 

the audio sample time T $ which is repeated at the rate of the audio 

sample frequency f s. The hardware clock frequency this an integer 

multiple of t s' The maximum transfer rate of words over the parallel 

bus is 12 MHz and the three-state TIL outputs of the various boards 

ate enabled during one (full) period of the fh-rate clock. 

The apparatuses which are realised contain specific application 

boards as well as the standard modules which are available from the 

laboratory hardware set-up. The standard set includes a module for 

audio signal processing, a sine-wave generator board, boards for 

DjA and AjD conversion, boards for finite impulse response (FIR) 
filtering, etc. During the research the original versions of the modules 

were improved upon and for most of the printed circuit boards 
several versions have been designed. The first version of the bus 

control board used a fixed crystal oscillator at 96 fs whereas the 

newest version is provided with a phase locked loop which can be 

locked to an external strobe having the rate of f s' The version with an 

LC oscillator can be tuned from fs = 28-54 kHz. Development of 

circuit boards for DjA conversion followed the research into DjA 

converters within Philips and versions with and without digital up­

sampling and an anti-aliasing filter (see pp. 75-77) were designed. 
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The digital input and output boards are supplied with IEC958 as well 
as 1

2S interfaces (see [6.1 J, [6.2]). The 16-bit sine-wave generator 
generates all possible codes (see pp. 151-152)_ 
Dedicated FIR-filter boards are provided as FIR filters are frequently 
applied in combination with upsampling and decimation_ The first 
version of the FIR-filter board was based on a commercially available 
, 6 x 16 bit multiplier-accumulator (see [6-3]). The 16-bit word length 
of the coefficients proved to be a major restriction for the filter 

-within rack 

Fig. 6. 2. Block diagram 01 the FIR filter board. 

attenuation and in the second version a commercially available 
24x 24-bit multiplier was implemented (see [6.4]). The design has an 
uncomplicated architecture (see figure 6.2) which fits the task of the 
module. It performs the multiply-and-accumulate operation and the 
resulting sum can be scaled by means of a shift register_ The 
program as well as coefficients are stored in PROMs that are directly 
addressed by the program counter. The counter counts at a rate of f h 

and is reset by theIs-rate strobe. The throughput of the multiplier 
has the rate of f h and the maximum program length that can be 
addressed is 256 steps, 
Recursive filtering and other audio signal processing is performed by 
the printed circuit board version of the audio signal processor ASP 
(see [6-5], [6-6] and [6_7]) which was designed for the implemen" 
tation of reverberation, equalisation and dynamic range control in 
domestic audio (see [6,8]). 
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external busses data bus 

control 

Fig. 6. 3. Printed circuit board version of the ASP. 

The architecture of the basic functions of the processor is given in 

figure 6.3. The processor architecture has two internal busses and is 

restricted to what is really needed for digital audio processing. 

The arithmetic logic unit (ALU) consists of an array multiplier and 

accumulator. Bit manipulation and such like cannot be done. The for­

mat of the array multiplier is 24 x 12 bit; the accumulator register is 

40 bits wide. The width of the data bus (24 bits) and the coefficient 

bus (12 bits) correspond to the format of the multiplier. Transfer of 

data to the coefficient bus is possible and data can also be 

multiplied with the sign of other data-words. 

Before the design of the integrated circuit was started a printed 

circuit board version was made, compatible with the laboratory 

hardware set-up. The basic functions of the ASP were implemented 

on two boards, interconnected by means of flat-cables. The program 

was stored in a ROM addressed by the program counter whose count 

rate was f h' The counter could not be controlled and was reset by the 

strobe pulse at a rate of f $. There was an auxiliary board for 

coefficient storage in RAM and a board with digital delay lines. 

Interfacing with a personal computer was possible via an 12C bus 

(see [6.9)). When RAM-storage of the coefficients was used the 

coefficient PROMs of the ASP were removed and the coefficients 
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delivered via the upper connectors of the rack which were unused by 

the rest of laboratory hardware set-up. 
For the most part 24-bit audio data and , 2-bit coefficients proved to 
be sufficiently accurate for the multiply-and-add operations. However 
in several cases greater accuracy was required. The multi-precision 
arithmetic which is implemented in the ASP (see figure 6.4) includes 
a hardware shift operation over " bits (towards the LSB) in the 
accumulator. An advantage of this type of multi-precision arithmetic 

X1 II" II "II II 11,,11 IIU'!' 22 
L. ___ 46 bd ,::::::"",,:::::'j 
s 23 

data 

coefficient 

a x 2 11 11 11 
3 2 1M'''ttUfltlflUn,t, ,hUPton, 

82 x 2 lsJnrllllwtTl""",rI,",,"I," 
a 1 x 2 OOl, t 0=' , I, II II , , II , lu:u u = 

W, ,."" II ' IIJ! O"!,, h 0 0 0 = a
3 

x1 
lmI'II0 IIodtotttord! ,= I" II 

Y1 e:-±\~~ result 

Y2 

Fig. 6. 4. Multi precision in the ASP. 

is that the mantissas can be handled in the multiplier as ordinary 
twos-complement numbers and the multiplier does not need to be 
switched from twos complement to unsigned arithmetic. Furthermore, 
the usual add-with-carry operation can be dismissed. When several 
products have to be added as in the case of a multi-precision 
second-order section, the 40wbit wide accumulator enables grouping 
of equally weighed terms. This reduces the number of bus transfers 
to the number of inputs of the multiplier and the two or three data 
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outputs of the result and so increases the overall performance of the 

processor. When using multi precision the coefficients are extended 

with l1-bit wide mantissas. By this a filter coefficient with value a is 
partitioned according to 

(6.1) 

where a2, a3 , ... are unsigned 11 ·bit words (figure 6.4). The coefficient 

extensions are supplemented with a leading zero-bit and stored in 

the ASP as ordinary coefficients. The audio data is extended with 

22-bit mantissas which leads to the partitioning of a multi-precision 
data word x 

(6.2) 

in which x2• x3' ... are unsigned 22-bit words. The data extensions are 
supplemented with 2 leading zero-bits in order to form 24-bit data 
words. The multiplication of a multi-precision filter coefficient with 

multi-precision data begins with the least significant parts. When the 

result is added to a part of the product whose scale factor is 211 

times larger, the content of the accumulator is multiplied with 2 -11 by 

means of the hardware shift over 11 bits. The shift does not take an 

instruction cycle and the data that is shifted out of the accumulator 

can be stored in the extension register. The result y (figure 6.4) is 

partitioned in Y1 and Y2· 

6.2 Hardware of the presented apparatuses 

Wherever possible, the hardware of the sample~rate converter, noise 

shaper, AID tester and dynamic range compressor makes use of the 

boards available from the laboratory hardware set-up. The prototype 

sample-rate converter (see section 2.5) contains two FIR-filter 
boards of the first version and six dedicated (hand-wired) boards. 
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The apparatus has two digital interfaces which are compatible with 
the format of the SONY PCM 1 61 a professional digital audio recorder. 
The converter also includes a digital sine-wave generator which 
converts the output of the digital phase-locked loop (DPLL, see 
section 2.4) into a sine wave with frequency f 0 which is sampled at a 
rate of 4';. The range of the DPLL extends from 0 to 2f 0 so the 
prototype sample-rate converter can also be used as a (digital) sine­
wave generator that can be locked onto a given audio frequency. 

Fig.6.5. Hardware of the second sample-rate converter. The signal 
flow between the boards is indicated. 

The hardware of the second sample~rate converter (see figure 6.5) 
consists of ten boards. The three FIR-filter boards (of the second 
version), the timing board with LC clock oscillator and the input and 
output interfaces for serial digital audio later became available from 
the laboratory hardware set-up. There are two dedicated boards; the 
board containing the DPLL and a board for the reconstruction filter 
(R/D, figure 6.5). For the DPLL in the second sample-rate converter 
(see section 2.4), a printed circuit board was designed. The loop fil­
ter and the discrete-time oscillator (DTO) are implemented by means 
of shift-and-add operations in a dedicated ALU and the adaptive loop 
filter is realised by means of bank selection of the program PROMs. 
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The reconstruction filter and the first decimating filter (decimation 

by 64) are implemented with a standard FIR-filter board whose coef· 

ficients are supplied by the RID board. The RID board contains the 
PROMs for storing the coefficients of the decimating filter and the 

volume control. The coefficients of the reconstruction filter and the 
PROM addresses are calculated from the output of the DPLL 
The RID board is connected to the corresponding FIR-filter board by 

means of a flat-cable which is the only connection between two 

boards that does not use the backplane busses of the rack. 
Dither which is applied in the sample-rate converter is identical to the 

dither which was used in the noise shaper (see p.130). The board 

contains a pseudo random sequence generator having 216_ 1 states 

(see [6.10]). The output bit is completed with 23 (fixed) bits in order 

to obtain a 24-bit word on the data bus. 

16 bit 24 bit 1 bit 

Fig. 6. 6. Noise shaper hardware, the signal flow is indicated. Output 

and sTrobe are connected to the distortion analyser. 

The hardware realisation of the noise shaper (see figure 6.6) is 
embedded in the test set-up which given in figure 3.56. The test 

set-up makes use of the boards of the laboratory hardware set-up for 

the FIR filtering 1 and the generation of the input signal. Dedicated 

boards were designed for the upsampling filter from 32f s to 128f s or 

1 In the hardware of the test ~et·up of the noise shaper the old lIS-bit version of tl1e 

FIR-filter bOard is used. 
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f h' the noise shaper itself and the first decimating filter (DEF, Fig.6.6), 

The first input signal with a rate of Is is generated by an AID 
converter which can be replaced by a digital sine-wave generator and 

attenuator board. An FIR-filter board performs upsampling by a factor 

of 4. The second input signal is generated by a sine-wave generator 

which operates at a rate of 41 s' A second FIR-filter board adds the 

two inputs, increases the sample rate eight-fold and filters the signal. 

The upsampling from 32( s to 128( s is implemented with the UP-board 

(UP, Fig.6,6), It performs two-fold upsampling by 2 with fourth- and 

third-order comb filtering respectively. The transfer function obeys 

(6,3) 

where Z-1 refers to the rate of f h' The scaler of the input signal 

(2°.2-6) which is shown in figure 3.56 is implemented as a shifter in 

the input of the board. The 24-bit words having the rate Of f hare 

transferred to the noise shaper board via the upper connectors of the 

boards which are not in use by other parts of the hardware, 

The hardware of the noise shaper itself conforms with the signal flow 

diagram given in figure 3.54. The latch of the loop is present in the 

part with the limiter and quantiser. The word length in the input of the 

loop filter is 28 bits and within the filter 32 bitS. The value of the 

output of the one-bit quantiser Ao corresponds to HEX 100 0000, 

The unused carry inputs of the adders are used to adjust the offset 

of the loop filter and in the addition of the one-bit dither which is 

mentioned in section 3.5 (p.130). 

The filtering and decimation by 64 of the one-bit coded signal is 

performed by a dedicated board (DEF, Fig.6.6). The FIR filter has 640 

coefficients which are encoded in PROMs such that the multiplication 

of the one-bit data words with the coefficients is done by means of 

the addressing 2. The scaler (2°_2+ 9) and protection against twos­

complement overflow are placed in the output of the filter. The final 

decimation of the signal by two is performed by a standard FIR-filter 

2 This concept originates In V.D.KAM, private communication. 
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Fig. 6.7. Hardware of the distortion analyser. The signal flow between 
the boards is indicated. 

board and the signal with the rate of t s is applied to the digital 
distortion analyser with an interface and a flat-cable. 
The hardware design of the digital distortion analyser (see figure 6.7) 
preceded the laboratory hardware set-up3. It is similar to the set-up 

in that the apparatus consists of boards which are mounted in a 

cabinet with a rack and the boards may be placed in an arbitrary 

order in the slots. The rack is fully compatible with the racks of the 
laboratory hardware set-up while the bus convention in the distortion 

analyser is slightly different. The upper row of slots in the rack is 

used by the input interface with a bus convention which is the same 

as the one used in the laboratory hardware set-up, During the 
research dedicated interfaces were used for signal input from the 
noise shaper and the sample-rate converter whereas later 1

2 S and lEG 
958 interfaces were used when they became available, 

The processor in the distortion analyser (see figure 6.8) was 

designed around a commercially available 16x16-bit multiplier 

accumulator (TOC1010J, see (6.3]). The y"input shares its pins with 

the output of the least significant part which complicates the bus 

structure. The clock generation and bus control are supplied by the 

processor board for which reason the distortion analyser cannot be 

3 For a description 01 the hardware Of thE! di~tortjon analy~er $ee JANSSEN (6.11). 
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locked to an incoming strobe. The processor performs 96 cycles per 
audio sample time and the modes Of operation were implemented in 
banks of the coefficient PROM which can be selected by switches 
on the front of the cabinet. The processor has 16-bit data and 
coefficient busses and the output of the accumulator is 35 bits wide. 

Clock generation 
and control 

Fig.6.8. Processor Of the distortion analyser. 

external 
bus 

The implemented multi"precision arithmetic is similar to the one of 
the ASP. Here the extensions consist of 14-bit mantissas which are 
completed with two leading zero bits in order to obtain a , 6-bit 
word. The shift over 14 bits and the output of the , 4-bit mantissa to 
the RAM is performed by the registers A and B respectively (Fig.6.8). 
The blt"serial offset filter in the distortion analyser (figure 4.16) is 
mounted on a separate board. For the display driving and calculation 
of the RMS value of the output of the distortion analyser a separate 
board with a 68000 microprocessor is supplied. 
The first implementation of the dynamic range compressor made use 
of a processor similar to the one given in figure 6.8 and a digital 
delay line of 51 ms. Two 14-bit AID and D I A converters were 
provided in the cabinet for interfacing to the analogue world. A third 
D I A converter was present for output of the gain control signal. 
When the ASP became available the compressor was implemented in 
the laboratory hardware set·up with an ASP. This implementation was 
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ASP 
(3 boards) 

F;g,6,9, Hardware of the dynamic range compressor; the signal 

flows are indicated. 

used for performing the reported experiments. The hardware is 
depicted in figure 6,9. The ASP includes the board for RAM-storage 
of the coefficients. The coefficients are transferred by a personal 
computer to the ASP via an 12C bus. This bus also controls the board 
with the delay lines. 

6.3 Hardware discussion 

The experimental work which is presented in this thesis relies on real­
time processing of digital audio signals. When the research started in 
1979, real-time processing was not self evident as at that time 
suitable processors were not available and the effort which had to be 
spent in realising hardware was considered as a handicap. On the 
other hand, off-line processing takes far longer than the time of the 

processed fragment. An example of this is the processing of stimuli 
for the triadic comparisons which were discussed in section 5.3. 

For the experiment a VAX11!780 computer was used (see [6.12]). 

Processing of each 10 second stimulus with a FORTRAN routine took 

15 minutes. This example shows that the practice of off-line 
processing is boring for the experimenter and leads to selection of 
short fragments of audio programme material. The advantages of 

226 



real-time processing are the amount of programme material which is 
available for testing and the possibility of changing parameters 
during a listening session. To the author of this thesis the benefits of 
real-time processing were (and still are) clear which is why he 
entered the field of hardware design. 
The large number of multiply-and-accumulate operations resulting 
from linear filtering is typical for digital audio signal processing 
whereas bit manipulation hardly ever occurs. Furthermore, in the 
case of real-time processing the number of operations per second is 
important. The hardware should perform a mUltiply-and-accumulate 
operation efficiently because the time that is necessary for the 
operation itself is important as well as the time for the data transfer 
to and from the multiplier and accumulator. A micro-processor which 
uses shift-and-add operations for multiplication and stores 
intermediate results when accumulating products does not meet the 
requirements and for digital audio processing different hardware had 
to be developed (see e.g. McNALLY, [6.13], [6.14]). 
In contrast to the general-purpose micro-processor an audio sjgnal 
processor is designed for the execution of a relatively short program 
which is repeated at the audio sample frequency is· The majority of 
instructions (e.g. 75%) involve multiplication of data with a coef­
ficient and the throughput of the multiplier"and-accumulator is a 
limiting factor for the processing capacity. For this reason the 
original processor (see figure 6.8) was designed around a commer­
cially available integrated array-multlplier-and-accumulator. In order 
to obtain a maximum throughput of the multiplier-and-accumulator 
several busses are used In the processor and the instructions are 
supplied via separate data paths. 
In parallel with the design of the first processor, other people at the 
Philips Research laboratories were working on digital audio hard· 
ware to support the research into O/A conversion and artificial 
reverberation. Cooperation resulted in the acoustical group at the 
research laboratory using the laboratory hardware set-up. The 
hardware served as a foundation for real-time processing including 
printed circuit boards for basic functions like D/A conversion and FIR 
filtering. The hardware was partitioned in interchangeable modules 
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connected to a parallel data bus. This resulted in a flexible structure 
which could easily cope with unexpected demands by the addition of 
newly designed modules. 
The wish for implementing digital audio processing in consumer elec­

tronics led to the formation of a team for the design of the ASP 

which was intended to be an integrated signal processor dedicated 
to domestic audio (see [6.5], [6.6], [6.7]). Design of the ASP was 

based on previous experience with two processors which were 
constructed for the implementation of dynamic range compression 

and reverberation. The processor architecture was tested by 

implementing reverberation, equalisation and dynamic range 

compression in a printed circuit board version. Some details were 
subsequently improved in the design of the integrated circuit. 

The state of the art integrated circuit technology limited the amount 
of hardware and the speed of the multiplier-accumulator. For this 
reason the format of the array multiplier was chosen to be 24 x 12 bit 
which proved to be the minimum useful size for most audio 

algorithms. Efficient multi-precision arithmetic was also incorporated. 
This multi-precision arithmetic was invented by the author who used 

a similar computation scheme in the preceding implementation of the 

first dynamic range compressor. 

The integrated circuit version Of the ASP (for a chip photograph see 
[6.15]) was one of the first integrated circuits that was specifically 
designed for signal processing of digital audio. Later, with improving 

technology more complex and powerful general-purpose signal pro­
cessors became available. As far as audio processing is considered 
these processors have many additional features whereas their 
availability and price make them attractive for application in the 
laboratory or in professional audio with a small series production4. 

The design of the integrated ASP is aimed at consumer electronics 

with a high volume production where more dedicated and smaller 

signal processors are desired as they are more economical for the 

set maker than a large general·purpose device. 

4 Examples of the applioatlon of three of these processQrs are discussed in [6.16], 

[6.17] and [6.18). 
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Samenvatting 

Dit proefschrift behandelt vier onderwerpen op het gebied van 
digitale audio. De onderwerpen zijn in de volgorde waarin ze in het 
proefschrift worden behandeld bemonsterfrekwentieornzeuing, "noise 
shaping", het testen van audio signaalbewerkingen en dynamiek­
kompressie. Ze zijn ontleend aan praktische vragen op het gebied 
waar audio hand in hand gaat met digitale signaalbewerking. 
Bij audio is de geluidskwaliteit van een signaal het uiteindelijke 
kriterium en is beluisteren van het bewerkte signaal van wezenlijk 
belang. Elk van de vier onderwerpen is daarom verbonden rnet 
echtetijd signaalbewerking en de digitale elektronica die hierbij is 
toegepast geeft een onderliggende band tussen de vier onderwerpen. 
De toegepaste signaalbewerking omvat lineair fIIteren, verhagen en 
verlagen van de bemonsterfrekwentie, zo nodig aangevuld met 
andere bewerkingen. 
Bij digitale audio ::zijn meerdere bemonsterfrekwenties in gebruik 
waardoor bemonsterfrekwentieomzetting soms onvermijdelijk is. 
Wanneer de twee frekwenties niet van dezelfde oscillator zijn 
afgeleid is er geen gebroken verhouding tussen deze frekwenties 
en kan de gebruikelijke digitale oplossing niet worden toegepast. 
De beschreven bemonsterfrekwentieomzetters maken gebruik van 
Interpolatie in de kontlnue tijd waarbij een niet rationele of zelfs een 
zeer langzaam varierende verhouding tussen de ingaande en 
uitgaande bemonsterfrekwentie kan worden toegelaten. De inter­
polatiecoefficienten worden verkregen met een geheel digitale 
fasevergrendelde Ius, Een voordeel van de toepassing van zo'n Ius is 
dat de tijdsonnauwkeurigheid van de pulsen die de aftastmomenten 
bepalen goeddeels wordt weggefilterd. 
Bemonsterfrekwentleverhoging en filteren worden ook toegepast in 
digitale eenbitskoderlng waarbij het signaal wordt vertegenwoordigd 
door een stroom bits van gelijk gewicht. Om de eenbitskode te 
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maken wordt het (digitale) audiosignaal met bij voorbeeld een 
faktor 128 in bemonsterfrekwentie verhoogd. Vervolgens wordt 

het signaal gekwantiseerd tot eenbits woorden waarbij een 
terugkoppellus ervoor zorgt dat de spektrale bijdrage van de 

kwantisatiefout in de signaalband wordt geminirnaliseerd. De 

bekendste eenbitskodeerders zijn de sigmadeltarnodulator en de 

"noise shaper". In de sigmadeltarnodulator wordt het uitgangssignaal 
van de kwantisator vergeleken met het ingangssignaal van de 

kodeerder en in de "noise shaper" is de fout van de kwantisator het 
ingangssignaal v~~r het lusfifter. De sigmadeltamodulator en de 
"noise shaper" zijn onderling herleidbaar, In het proefschrift wordt 

uitgegaan van de "noise shaper" omdat die zich beter leent VOOr 

stabiliteitsanalyse. De analyse toont aan dat de stabiliteit van een 
derde- of hogereorde kodeerder in verband staat met het signaal· 
niveau. Bij een groot ingangssignaal kan een blijvende oscillatie 

optreden die het koderen verstoort. Het bleek dat dlt ongewenste 

gedrag kan worden voorkomen door een begrenzer aan te brengen 
in de Ius, Voor een klasse praktisch toepasbare lusfilters lijn 

analytische resultaten afgeleid. De ruisbijdrage in de audioband is 
berekend en optimale waarden voor de parameters van de lusfilters 

uit die krasse zijn gegeven, De berekende ruis kwam goed overeen 

met de ruis die gemeten is aan echtetijd uitvoeringen van een 

tweede· en een derdeorde "noise shaper", 
De ruis en vervorming werden gemeten met een digitale vervormings­

meter. Bij deze methode wordt een zuiver sinusvormig signaal 
aangeboden aan het te onderzoeken apparaat. Het uitgangssignaar 
daarvan omvat het meetsignaal en de ruis en vervorming die door het 
te onderzoeken apparaat zijn veroorzaakt. Bij de vervormingsmeting 

wordt het meetsignaal weggefilterd door de vervormingsmeter 

waarna ruis en vervorming als restsignaal overblijven. Via een 

monitoruitgang kan het restsignaal worden beluisterd voor het 

opsporen van artefakten, De beschreven digitale vervormingsmeter 

maakt gebruik van een onderdrukkingsfilter dat wordt afgestemd 

met een regellus. 

Het grote dynamisch bereik van een audio signaal speelt een rol bij 

de opname zowel als bij de weergave, Het hoogste geluidsniveau bij 
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een muziekuitvoering is groter dan het niveau dat kan worden 
geaccepteerd in een huiskamer terwiJI het achtergrondlawaai in een 
huiskamer hoger is dan in een koncertzaal. Hoewel de dynamiek bij 
de opname voor een CD wordt teruggebracht tot b.v. 35 dB. is bij 
achtergrondlawaai of in gevar van het veroorzaken van geluids­
overlast een verdere verkleining vaak wenselijk. De beschreven 
dynamiekkompressor is bedoeld om de dynamiek van het audio­
slgnaal aan te passen aan de luistersituatie. De kompressie wordt 
verkregen met een volumeregeling die reageert op het inganssignaal 
van de kompressor. In geval van een toenemend ingangssignaal 
wordt het uitgangsvolume snel teruggeregerd en bij afnemend 
ingangssignaal wordt het uitgangsvolume langzaam hersteld. 
De kompressieverhouding is konstant gekozen over het hele regel· 
bereik en de vertraging die optreedt in de regellus wordt gedeeltelijk 
gekompenseerd door vertraging van het audiosignaal. De waarden 
van de parameters werden geV'onden in overleg met het IPO (Instituut 
voot Perceptie Onderzoek te Eindhoven) dat oak luisterproeven heeft 
gedaan. Bij deze proeven bleek dat er in geval van achtergrond­
lawaai een voorkeur bestaat voor het gekomprimeerde signaal boven 
het oorspronkelijke. 
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Zusammenfassung 

In dieser Dissertation werden vier Themen aus dem Gebiet der digi­
talen Audiotechnik behandelt Diese Themen sind in der Reihentolge 

ihrer Behandlung: Abtastratenwandlung, "Noise shaping", das Testen 

von Audiosignalen und Dynamikkompresslon. Sie ergaben sich 

aufgrund praktischer Fragen auf dem Gebiet der dlgitalen Verar­
beitung von Audiosignalen. Bei Audio ist die Tonqualitat des Signals 
das entscheidende Kriterium und dem Horen des bearbeiteten 
Signals kommt wesenttiche Bedeutung zu. Bei jedem der vier Themen 

handelt es sich um Echtzeit-Signalverarbeitung, und die Digitat­
elektronik, die hierbei angewendet wird, stellt ein Bindeglied 

zwischen den vier Themen dar. Bei der verwendeten Signalver­

arbeitungsverfahren handelt es sich urn Iineares Filtern, Erhbhen und 

Erniedrigen der Abtastfrequenz und, falls n6tig, noch andere 

Bearbeitungen. 

In der digitalen Audiotechnik werden mehrere Abtastfrequenzen 

verwendet, so daB eine AbtastfrequenlWandlung manchmaJ unum" 
ganglich ist. Wenn die beiden Frequenzen nicht vom gleichen 
Oszillator abgeleitet worden sind, besteht kein rationales Verhaltnis 

zwischen den Frequenzen, so daB der Obliche digitale Losungsansatz 
nicht angewandt werden kann. Bei den besChtiebenen Abtastraten­

wandlern wird eine zeitkontinuierHche Interpolation angewendet. 
Dabai kann ein nicht rationales oder so gar eln sehr langsam varj­

ierendes Verhaltnis zwischen der eingehenden und der ausgehenden 

Abtastrate luge lassen werden. Die Interpolationskoeffizienten werden 

mit eiller vOIl digitalen, phasenstarren Schleife erzeugt. Ein Vorteil 
der Anwelldung einer solchen Schleife besteht darin, daB die Zeit­

ullgenauigkeit der Impulse, welche die Abtastzeitpunkte bestimmen, 

zum gr6Bten Teil weggefiltert wird. 

Abtastfrequenzerhbhung und Filtern werden auch bei , -Bit-Codierung 

angewendet, bei der das Signal durch einen Strom von Bits gleichen 
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Gewichts vertreten wlrd. Urn den 1-Bit-Code zu gewinnen, wird das 
digitale Audiosignal z.B_ um einen Faktor 128 in der Abtastrate 
erhOht- Dann wird das Signal zu 1 "Bit-W6rtern quantisiert. Eine Ruck­
kopplungsschleife sorgt dafUr, daB der spektrale Beitrag des 
Quantisierungsfehlers im Signalband minimiert wird_ Die bekann. 
testen l-Blt-Codlerer sind der Sigma"Delta-Modulator und der "Noise 
Shaper". 1m SIgma-Delta-Modulator wird das Ausgangssignal des 
Quantlsierers mit dem Eingangssignal des Codierers verglichen, und 
im "Noise Shaper" ist der Fehler des Quantisierers das Eingangs· 
signal fUr das Schlelfenfllter- Der Sigma-Delta-Modulator und der 
"Noise Shaper" k6nnen voneinander abgeleitet werden. In der 
Dissertation wird vom "Noise Shaper" ausgegangen, da dieser sich 
besser fUr die Stabilitatsanalyse elgne1. Die Analyse zeigt, daB die 
Stabilitat aines Codierers dritter oder h6herer Ordnung mit dem 
Signalpegel in Zusammenhang steht Bei einem graBen Eingangs­
signal kann eine standige Schwingung auftreten, die die Codierung 
st6rt, und es hat sich hera usgestellt , daB dieses unerwunschte 
Verhalten durch Aufnahme eines Begrenzers In die Schleife ver­
mieden werden kann_ Fur eine Klasse praktisch anwendbarer 
Schleifenfilter wurden analytische Ergebnisse abgeleitet_ Der 
Rauschbeitrag im Audioband wurde berechnet, und optimale Werte 
fur die Parameter der Schleifenfilter dieser Klasse werden 
angegeben- Das berechnete Rauschen stimmte mit den an Echtleit­
AusfOhrungen eines "Noise Shaper" zweiter und dritter Ordnung 
gemessenen Rauschen Oberein-
Das Rauschen und der Klirrfaktor wurden mit einem digitalen 
Klirrfaktormesser gemessen. Bei dieser Methode wird dem zu 
untersuchenden Gerat ein refn sinusfbrmiges Signal l:ugefOhrt. 
Das Ausgangssignal enthalt dann das MeBsignal und das Rauschen 
und die Verlerrung, die durch das Ger~t verursacht sind- Bei der 
Klirrfaktormessung wird das MeBsignal durch den Klirrfaktormessar 
weggeflltert, so daB Rauschen und Verzerrung als Restsignal 
Obrigbleiben. Ober einen Monitorausgang kann das Restsignal zwecks 
Autsputung von Artefakten abgehort werden_ Der beschriebene 
digitale Klirrfaktormesser macht Gebrauch von einem Unter­
druckungsfllter, das mit einer Regelschleife abgestimmt wird. 
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Der groBe Dynamikbereich eines Audiosignals spielt bei der 
Aufnahme wie auch bei der Wiedergabe eine Rolle, Die h6chste 

LautSHirke einer Musikautfuhrung ist gr6Ber als die im Wohnzimmer 
akzeptahle LautsUirke, w~hrend das Hintergrundgerausch im Wohn­

zimmer starker ist als im Konzertsaal. Obwohl die Dynamik bei der 

Aufnahme z,B. auf 35 dB reduziert wird, ist bei Hintergrundlarm oder 

im Faile von Ruhest6rung haufig eine weitere Herabsetzung 
erwunscht. Der beschriebene Oynamikkompressor hat die Aufgabe, 

die Dynamik des Audiosignals an die Hbrsituation anzupassen, Die 
Kompression wird mit einer Lautstarkeregelung erreicht, die auf das 

Eingangssignal des Kornpressors reagiert. Bei zunehmendem 
Eingangsslgnal wird die Ausgangslautstarke schnell herabgesetzt, 

und bei abnehmendem Eingangssignal wird die Eingangslautstarke 
langsam wiederhergestellt. Das Kompressionsverhaltnis ist im 

gesamten Aegelbereich konstant, und die Ver;zogerung, die in der 

Regelschleife auftriu, wird teilweise durch Verz6gerung des 

Audiosignals kompensiert. Die Werte der Parameter wurden im 
Einvernehmen mit dem IPO (Institut fOr Perzeptionsforschung in 

Eindhoven), das auch Horversuche angestellt hat, ermittelt. Bei 

diesen Versuchen erwies sich, daB bei Hintergrundliirm das kompri­
mierte Signal dem ursprunglichen vorgezogen wird. 
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Summary 

This dissertation presents four subjects in the field of digital audio. 
They arose from practical demands in a field which is the conjunction 
of audio engineering and digital signal processing. In audio 
engineering the quality of the processed sound is the final criterion 
and listening to the processed signal is required for verification. 
Hence each of the four subjects is connected to a real-time 
implementation and the hardware set-up forms an underlying link 
between the four subjects. The signal processing includes filtering, 
upsampling, decimation and some less corwentlonal operations. 
In digital audio several sample frequencies are used so that 
sample-rate conversion is sometimes necessary. If the two sample 
frequencies are not derived from the same master clock there is no 
rational relation between them and digital sample-rate conversion by 
means of upsampling and decimation with integer ratios fails. 
In the presented sample-rate converter this problem is solved by 
digital interpolation in continuous time where the interpolation 
coefficients are derived ftom an all·digital phasewlocked loop. 
An advantage of the Implementation of a phase-locked loop is the 
filtering of the jitter of the strobe pulses which are offered 
to the converter. 
Upsampling and filtering is also used in digital one-bit noise-shaping 
code conversion where the signal is represented by one-bit words 
having a sample frequency of e.g. 128 times the original audio 
sample rate. The one·bft code is generated by a noise shaper or 
(sigma-) delta modulator and the in-band noise is reduced by a 
feedback loop. The two devices are related and this thesis deals with 
the noise shapero The presented stability analysis reveals that in the 
case of a third- or higher-order noise shaper the stability relates to 
the input signal. In the case of a large amplitude in the input, a 
persisting limit cycle may arise, and it proved that correct operation 
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can be obtained by the introduction of a limiter within the noise­
shaper loop. For a class of practical loop filters analytical results are 
presented. The in-band noise which results from such a filter is 
calculated and optimal parameter values are given. Calculated values 
of the in-band noise agree with data measured from real-time 
implementations of a second- and third-order noise shaper. 
The distortion and noise were measured with the aid of a digital 
distortion analyser. According to this method a pure sine wave is 
offered to the device under test and the test sine-wave is removed 
from the output signal by the distortion analyser. The residual signal 
is the noise and distortion which has to be measured. A monitor 
output is provided for listening. The test Sine-wave is removed with a 
notch filter whose tuning is controlled by means of a feedback loop. 
The dynamic range of audio signals is a point of concern in recording 
as well as for the listener. In the presence of background noise soft 
passages are masked and reduction of the dynamic range is useful. 
The presented dynamic range compressor is intended to match the 
dynamic range of the signal with the listening situation. The com­
pression is realised with a signal dependent volume control. In the 
feed forward loop different time constants are implemented for 
increasing and decreasing input signals and the compression ratio is 
constant at the entire active input range. The parameter values were 
derived in cooperation with the IPO (Institute for Perception 
Research, Eindhoven, The Netherlands) which also performed 
listening tests. From the tests it revealed that in the case of a noisy 
room compression was preferred. 
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Stellingen bij het proefschrift 

Some subjects in digital audio, 
noise shaping, sample-rate conversion, dynamic 

range compression and testing 



1 

Door toepassing van een digitale fasevergrendelde Ius In een 
bemonsterfrekwentieomzetter voor digitale audio kan de tijdson­
nauwkeurigheid van de binnenkomende kloksignalen effektief worden 
weggefilterd (zie [1] biz. 50, [2], [3]). 

2 

In een "noise shaper" van derde of hogere orde met een lusfilter 
vol gens formule 3.15 uit het proefschrift is de stabiliteit athankelijk 
van de amplitude van het signaal in de terugkoppellus en wordt 
stabiliteit verkregen door grote signaalamplitudes uit te stuiten met 
behulp van een begrenzer (zie [1] blz.92, [4 J, [5]). 

3 

De digitale vervormingsrneter beschreven in hoofdstuk 4 van dit 
proetschrift maakt gebruik van de fasedraaiing van een tweedeorde 
sektie voor de afstemming van het onderdrukkingsfilter zodat die 
afstemming weinig gevoetig is voor slgnaten met een andere 
frekwentie (zie [1] btl.162 e.V. en blz.171.172). 

4 

Het gebtuik van een voorwaartsregelitlg in een dynamiekkompressor 
maakt het mogelijk om de release tijd, de attack tijd en de (statische) 
kompressiekarakteristiek afzonderlijk In te stellen wat de vrijheid 
geeft om deze parameters optimaal te kiezen m.b.t. de subjektief 
beoordeelde kwaliteit van het gekomprimeerde signaal (zie [1] 
blz.188 e.v. en 210, [6]). 

2 



5 

Aangezien voor het merendeet van de digitate audio signaal­
bewerkingen 24 bits rekennauwkeurigheid voldoende is en slechts in 
een beperkt aantal gevaHen hogere nauwkeurigheid wordt vereist 
(b.v. bij egalisatie van lage frekwenties), kan in een signaalprocessor 

voor dlgitale audio met 24 bits woordbreedte en een efficient 
rekenschema voor meervoudige nauwkeurigheid worden volstaan (zie 

[1] blz.221. [71. [8]. [9]). 

6 

Een voordeel van het gebruik van een vervormingsmeter is dat het 
restsignaal beluisterd kan worden zander de maskerende werking 
van de testtoon (zie b. v. [ 1 0]) zodat vervorming en artefakten 
duidelijk naat voren kamen, 

7 

Om de bruikbaarheid van een eenbitskodeerder voor HiFi digitale 
audio aan te tonen is een echtetijd uitvoering nodig (zie [1] blz.130. 
! 5]) en het v66rkomen en voork6men van artefakten in eenbits­
kodering is een grazige weide voor onderzoek. 

8 

De introduktie van digitale audio heeft getoond dat acceptatie 
van deze technische verbetering een zaak van emoties is (zie 

b.v. [11J. [12]). 

9 

De consensus dat voar de representatie van HiFi dlgitale audio 16 
bits signaalrepresentatie vereist is ontstond in een tijd dat dit 
technisch niet of nauweJijks tealiseerbaar was (zie (13]). 

3 
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Dynamiekkompressie leidt tot amplitudefluktuaties van de achter­
grondruis waardoor oorspronkelijk analoge opnamen als zodanig 

herkend kunnen worden (zie [1] biz. 209). 

11 

Wanneer het uitgangssignaal van een maxirnumlengte reeks 
generator ten gehore wordt gebracht blijkt dat de subjektieve indruk 

niet die van Gaussische rwis hoeft te zijn. 

12 

Er moet onderscheid gemaakt worden tussen gelijk hebben, gelijk 

krijgen en geli;k nemen. Wetenschap doelt op het eerste, in de 

politieke diskussie telt her tweede en het laatste, het argument van 
de macht, wordt bij voorbeeld gebruikt in management. 

4 
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